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Abstract

Sintering is a processing technique used to produce bulk materials from
powder compacts. Recently, sintering has been the subject of active research
for its relevance to a wide range of applications, such as additive manufactur-
ing and processing of bulk nano-crystalline materials. Of particular interest is
the role of grain boundaries (GBs) on sintering mechanisms, cooperative mass
transport, and pore shrinkage rates. Herein, atomistic simulations are lever-
aged to investigate sintering kinetics, particle neck growth, and densification
rates of nanoscale particles as a function of GB character. The two-particle
geometry is used to examine particle neck growth rates and crystallographic
re-orientation events, and report relative GB di↵usion rates as a function of
GB misorientation. For the three-particle configuration, simulation results
reveal a plethora of pore shrinkage profiles ranging from complete shrinkage
to stagnant response depending on the GBs present in the system. This is the
first atomistic study that systematically examines the role of GB character
on pore shrinkage rates. Our results highlight the need to revisit continuum
sintering treatments in order to account for the anisotropy in GB properties.

Keywords: Nanoscale Sintering, Atomistic Simulations, Grain Boundary,
Additive Manufacturing

⇤Corresponding author. e-mail: fabdelj@clemson.edu; Tel.: (864) 656-5639; fax: (864)
656-4435.

Preprint submitted to Elsevier December 18, 2018



1. Introduction

Sintering is a thermal processing technique commonly used to consolidate
a powder compact and converts it into one with strength and structural
integrity [1, 2]. The main driving force for sintering is the reduction in the
interfacial contribution to the total free energy of the sintered body [3, 4].
Upon heating, particles sinter bond together leading to particle neck growth
and densification, i.e., elimination of internal porosity [4]. In addition to
dimensional changes due to pore shrinkage, many properties of the sintered
powder, such as strength, ductility, conductivity, and piezoelectric, undergo
significant changes as a result of particle bonding during sintering [2, 5–7].

Recently, sintering has been the subject of active research for its rele-
vance to a wide range of processes, such as direct ink write [8–10] and pow-
der bed [11] additive manufacturing. Furthermore, sintering of nanoscale
powders presents many potential advantages, such as lower processing tem-
peratures and shorter times [12–16] and the possibility of fabricating dense
objects with small grain sizes, and thus enhanced properties [12, 17–20].

In crystalline materials, when di↵erently orientated particles bond at the
neck region, internal interfaces (i.e., grain boundaries) form, which along
with free surfaces contribute to both the energy landscape of the powder
undergoing sintering and the kinetics of the process. The role of free surfaces
and grain boundaries (GBs) becomes dominant when the average particle
size in a powder compact is reduced into the nanoscale due to the increased
surface-to-volume ratio and number of contact points between particles [2,
21, 22]. One of the key challenges with nanoscale sintering is the ability
to mitigate grain coarsening processes while enhancing pore densification
mechanisms in order to acheive dense nanocrystalline materials [19, 23, 24].

Classically, analytical sintering treatments of crystalline materials yield
dynamical scaling relations for the temporal evolution of a microstructural
feature of interest, typically particle neck width or pore densification, as a
function of the dominant mass transport mechanism, e.g., surface, GB, bulk,
and evaporation/condensation [1, 25–29]. Most of these treatments rely on
the isotropy assumption for the interfacial properties and studies of the role
of GB anisotropy on sintering mechanisms and densification rates remain
elusive [3]. In general, five macroscopic degrees of freedom (DOF) define the
GB geometry: three for misorientation and two for the plane normal [30]. It is
well established by now that GB properties (e.g., energy, mobility, di↵usion)
are highly dependent on the GB geometric DOF [31, 32]. Therefore, the
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sintering behavior (i.e., GB migration rates, microstructural evolution, and
pore densification rates) of a particle compact is highly dependent on the
GBs present in the powder and associated anisotropies in their properties.

Experimental studies of nanoscale sintering examine the role of particle
purity and process control [33, 34], surface structure [35, 36], mass transport
mechanisms [23], and crystallographic orientation of particles [37] on particle
neck growth and densification processes. As an example, Fig. 1 (taken from
Ref. [35]) depicts a high resolution electron microscopy image of an ensemble
of nanoscale particles undergoing sintering, where several interface processes
are observed, such as atomically rough neck regions, faceted profiles, and
discrete contact angles.

Figure 1: High resolution electron microscopy image of an ensemble of nanoscale alumina
particles undergoing sintering. Atomically rough neck regions, faceted profiles, and discrete
contact angles can be observed. Taken from Ref. [35].

Atomistic simulations provide a suitable approach to investigate at a fun-
damental level the role of GBs on the sintering behavior of nanoparticles.
Recently, Molecular Dynamics (MD) have been used to study nanoscale sin-
tering in a wide range of materials, such as Al [38, 39], Au [40], Si [41, 42],
Ni [43, 44], Ag [45], Cu [46], Fe [47, 48], and W [29]. Ding [49] investigated
sintering of nanoparticles using a pairwise Lennard-Jones interatomic poten-
tial. Song and Wen [50] examined the role of particle size on the sintering
behavior of two nickel nano-particles with the same crystallogrpahic orien-
tation, i.e., no GB between them. Rcidiacono et al. [51] studied the e↵ects
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of particle size and temperature on the sintering behavior of two gold nano-
particles, where particles in the range of 9.5 Å and 25 Å were examined.
In a recent study by Lange et al. [52], the authors examined deformation
mechanisms in a system of two 5 nm Au nanoparticles that were sintered to
5 ns.

While the aforementioned atomistic studies shed light on several mech-
anisms involved in nanoscale sintering, the role of GBs in the sintering be-
havior and pore shrinkage kinetics has not been studied systematically. In
this work, MD simulations are leveraged to examine sintering kinetics of
nanoscale nickel particles. More specifically, we seek to quantify the role of
GBs on particle neck formation and growth, pore shrinkage, and densifica-
tion rates. In this work, two geometries are explored. First, the two-particle
configuration, where two particles with di↵erent crystallographic orientations
are brought into contact with each other, is used to examine particle neck
growth and relative GB di↵usion rates as a function of GB misorientation.
The second is the three-particle geoemtry, where three equi-sized particles
are spatially placed such that their centers form the vertices of an equilateral
triangle, leading to the formation of an internal pore, i.e., a tricusp. Simula-
tion results reveal a plethora of pore shrinkage profiles ranging from complete
shrinkage to stagnant response depending on the GBs present in the system.
The rest of the paper is organized as follows. The computational set-up
and simulation procedure are presented in Section 2. Simulation results of
two-particle geometry are presented and discussed in Section 3.1, while Sec-
tion 3.2 presents the results for the three-particle geometry. Finally, Section 4
provides concluding remarks and summary of the work.

2. Simulation Method and Computational Set-up

In this work, two di↵erent geometries are used in order to explore the
sintering behavior of nanoscale particles. The first is the two-particle con-
figuration, where two equi-sized particles with crystallographic orientations
that are varied independently are brought in contact with each other and
evolved over time at the desired sintering temperature. The sintering behav-
ior of this geometry is quantified by monitoring the formation and growth of
the particle neck region, and temporal evolution of the particles’ centers of
mass and total surface area as a function of the crystallographic orientations
of the two particles. The second configuration we explore is the three-particle
geometry, where three equi-sized particles are spatially positioned such that
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their centers form the vertices of an equilateral triangle, leading to the forma-
tion of a closed internal pore, or a tricusp. The crystallographic orientations
of the particles are varied independently leading to the formation of three
GBs at the neck regions between the particles. Sintering kinetics for this
geometry are quantified by monitoring the shrinkage of the internal pore as
a function of the GBs present in the system.

In our MD simulations, nanoscale cylindrical disks that are periodic along
the out-of-plane cylindrical axis are used in lieu of three-dimensional (3D)
particles. This is done in order to circumvent the computational expenses
associated with simulating 3D particles, each of which could contain hun-
dreds of thousands of atoms. This approach allows us to simulate nanoscale
particles with reasonable computational costs and probe sintering kinetics
as a function of many GB types. For the remainder of this work, we will
refer to these cylindrical disks as particles. For both the two- and three-
particle configurations, the cylindrical axis is aligned with the reference z-
axis, and the angle/axis pair, i.e., ✓/hUVW i, is used for the GB misorienta-
tion DOF [30, 53].

The MD simulations are performed using the Ni embedded atom method
(EAM) interatomic potential developed by Foiles and Hoyt [54], which had
been used to calculate the energy and mobility of several GBs in Ni [31,
32]. For this potential, the equilibrium lattice constant at 0 K is a = 3.52
Å and the melting temperature Tm = 1565 K [54]. Atomistic simulations are
performed using Large-scale Atomic/Molecular Massively Parallel Simulator
(LAMMPS) [55, 56] and visualizations are done with the Open Visualization
Tool (Ovito) [57]. The numerical time step used to advance atoms’ positions
and velocities is set to 1 fs.

For the two-particle configuration, the initial atomistic structures are gen-
erated as follows: i) A 0 K equilibrated periodic atomistic box is generated
with the crystal [001], [010], and [001] directions aligned with the reference
x, y, and z directions, respectively. ii) Atoms are assigned to each particle
based on user defined geometric parameters (i.e., particle diameter Dp and
center cp = (cx, cy)). The remaining atoms outside the cylindrical particles
are deleted. iii) The two particles are then rotated by an equal but oppo-
site angle ✓/2 about their common [UVW ] = [001] cylindrical axis. Care is
taken to ensure that the simulation box is large enough so that atoms from
the two particles do not interact across the simulation box’s boundaries. This
construction results in a two-particle geometry with an initial misorientation
across the particle neck region that is described by ✓/[001]. Figure 2(a) shows
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the two-particle configuration employed in this study. Here, we consider par-
ticle diameters ranging from 5 to 40 nm and misorientation angles ✓ ranging
from 5� to 45�. The thickness of the particles along the periodic out-of-plane
direction is set to ⇡ 1.41 nm.

Generation of the initial atomistic structures for the three-particle geom-
etry follows in a similar fashion: i) For each sintering simulation, a specific
GB misorientation is targeted, where a 0 K equilibrated atomistic box is first
created, with the crystal [UVW ] direction aligned with the reference z-axis.
ii) Three equi-sized cylindrical disks (particles) of diameter Dp are spatially
positioned such that their centers form the vertices of an equilateral trian-
gle. Atoms that are spatially located within each particle are selected and
assigned a unique atom type (for identification purposes). The remaining
atoms outside the three particles are deleted. Figure 2(b) shows the three-
particle geometry, where the three particles share their out-of-plane [UVW ]
crystal direction. iii) The particle labeled 1 in Figure 2(b) is left unrotated
(i.e., has the same crystal direction of the original atomistic box), whereas
particles labeled 2 and 3 (i.e., lower left and right, respectively) are rotated
about their common [UVW ] crystal direction by an equal but opposite angle
✓/2. This configuration results in two asymmetric tilt GBs with a misorien-
tation angle of ✓/2 (between particles 1-2 and 1-3) and one symmetric tilt
GB with a misorientation angle of ✓ (between particles 2-3). Three di↵erent
cases for [UVW ] are explored, i.e., [UVW ] = [001], [110], and [111], with
several rotation angles ✓/2 for each case. The crystallographic orientation
for the unrotated particle 1 is chosen as follows: For [UVW ] = [001], the
crystal [100] and [010] (dark and white axes in Figure 2(b)) are aligned with
the reference x- and y-directions, respectively. For [110], they are [11̄4] and
[22̄1̄]. Finally, for rotations about [111], they are [21̄1̄] and [011̄].

Following the initial system construction given by the aforementioned
steps, atoms whose separation distance is less than 0.3 Å are deleted and a
conjugate gradient energy minimization at 0 K is performed while allowing
the simulation box to expand or contract in order to achieve zero pressure
on the simulation box. Then, the initial structures are isothermally annealed
at 300 K for 0.5 ns using the Nosé-Hoover thermostat [58–60]. This creates
a trajectory in the phase space that is consistent with the canonical (NVT)
ensemble. After this initial low temperature annealing step, the sintering
protocol starts, where the atomic structures are heated quickly from 300 K
to 1000 K (⇡ 0.64 Tm for the Ni inter-atomic potential used in this study)
over a period of 0.5 ns, then held at 1000 K for a period of 40 ns.
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Figure 2: Atomistic simulation setup for: (a) the two-particle geometry, where two par-
ticles are rotated by an equal but opposite angle, ✓/2, about their common out-of-plane
[001] crystal axis, and (b) the three-particle geometry, where three particles, sharing their
crystal out-of-plane axis [UV W ], are placed such that their centers form the vertices of an
equilateral triangle. The bottom two particles, labeled 2 and 3, are rotated by an equal
but opposite angle, ✓/2, about their common out-of-plane [UV W ] axis, while the particle
labeled 1 is left unrotated.

Several values for the thickness of the cylindrical particles in the out-
of-plane direction are examined in order to ensure that the results reported
in this work are not dependent on the thickness. As an example, Fig. 3
depicts the evolution of the shrinkage of the internal pore for the three-
particle system with [UVW ] = [001] and ✓/2 = 40� as a function of the
system’s out-of-plane thickness. Here, the commonly used pore shrinkage
metric S(t) (i.e., percent change of the in-plane pore area) is used, which is
given by [1]

S(t) =
A(0) � A(t)

A(0)
= 1 �

✓
R(t)

R(0)

◆2

, (1)

where A(t) / R
2(t) is the in-plane area of the internal pore at time t and

R(t) is the e↵ective in-plane pore radius. Given the periodic nature along
the out-of-plane direction for this geometry, pore shrinkage is driven by the
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reduction in the in-plane area. It can be seen that our choice for the system
thickness yields convergent results in terms of pore shrinkage kinetics.

Figure 3: For the three-particle system with [UV W ] = [001] and ✓/2 = 40°, temporal
evolution of the internal pore shrinkage [refer to Eq. 1] for various values of the system’s
out-of-plane thickness.

3. Results

3.1. Two-particle geometry

In this section, simulation results of the sintering behavior, particle neck
formation and growth, and interface evolution of the two-particle geometry
are discussed. As described in Section 2, two particles are rotated about the
their common [001] crystal axis by an equal but opposite angle ✓/2, i.e., a
misorientation described by ✓/[001], and then brought into contact with each
other. Several initial misorientation angles ✓ (ranging from 5� to 45�) and
particle diameters Dp (ranging from 5 nm to 40 nm) are explored in order
to examine the role of GB type and particle size on the sintering behavior of
the two-particle geometry.

First, we examine particle neck formation and growth. Figure 4 shows
snapshots of the two-particle configuration for the case with Dp = 20 nm
and ✓ = 45� at simulation times of (a) t = 0 (the initial stage before the
temperature ramp up to 1000K), (b) t = 20 ns, and (c) t = 40 ns. In all
panels, the common neighbor anlaysis (CNA) metric is used to color atoms,
where FCC atoms within each particle are assigned a unique color (red and
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Figure 4: For the two-particle geometry with Dp = 20 nm and ✓ = 45�, snapshots depicting
the microstructural evolution at (a) the initial stage before the temperature ramp up to
1000 K, and after (b) 20 ns and (c) 40 ns of sintering at 1000 K. With the aid of the CNA
metric, atoms within each particle are assigned a unique color, and ones at GBs and free
surfaces are colored dark gray.

blue) and ones without local FCC ordering (at free surfaces or GBs) are
colored dark gray. As the structure evolves over time, the neck region between
the two particles begins to form and grow. Moreover, free surfaces around
the neck region evolve and reconstruct (i.e., develop faceted profiles) in order
to achieve an equilibrium dihedral angle as a result of the balance of free
surface and GB energies [4]. This e↵ect has been experimentally observed
in nanoparticles and Fig. 1 (taken from Ref. [35]) shows an example of this
e↵ect in alumina nanoparticles.

Next, the microstructural evolution of the two-particle system with vari-
ous particle sizes and misorientation angles is analyzed. Two-particle systems
that undergo rigid body rotation and crystallographic re-orientations across
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Table 1: For a given two-article system with a particle diameter Dp and misorientation
angle ✓, analysis depicting systems that form GBs (gray cells) and ones that do not form
GBs, i.e., undergo rigid body rotation (white cells).

Dp Angle ✓ [Deg.]
[nm] 5 10 15 20 25 30 35 40 45
5
10
20
30
40

the neck region are identified and the results are shown in Table 1, where cells
colored gray (white) correspond to systems that form (do not form) GBs. It
can be seen that for ✓ . 25° about the [001] axis, particles regardless of their
size undergo rigid body rotation and achieve a uniform crystallographic ori-
entation across the neck region. For example, Fig. 5 shows close-up views of
the neck region for the system with Dp = 20 nm and ✓ value of (a) 20� and
(b) 45� at a simulation time of t = 40 ns. For ✓ = 20°, the two particles rotate
with respect to each other leading to re-alignment of their crystallographic
orientations and no GB forms between them. This in turn results in stagnant
neck growth kinetics as will be discussed later in this section. On the other
hand, when ✓ = 45° a GB forms between the two particles and the neck
region continues to grow over time. Free surfaces near particle neck regions
evolve into faceted profiles [refer to Figure 5(b)] as a result of surface energy
anisotropy (the plane normal DOF) and the balance of GB and free surface
energies, i.e., Young’s equation [4]. For systems with ✓ . 25°, the crystal-
lographic re-orientation of the two particles occurs at relatively fast rates
(during the temperature ramp up in some instances). Rigid body rotations
have been observed in several studies of nanoparticle coalescence [37, 49].

For the remainder of this section, we focus our attention on the sintering
behavior and densification rates for the two-particle geometry with a particle
diameter Dp = 40 nm. First, the separation distance DCM between the two
particles’ centers of mass is calculated for several misorientation angles ✓.
At any given instance in time, a boolean operation using the CNA metric
is performed, where all FCC atoms belonging to each particle are identified
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(a)

(b)

Figure 5: At a simulation time of t = 40 ns, close-up views of the neck region for the
two particle geometry with Dp = 20 nm and ✓ of (a) 20� and (b) 45�. Atoms are colored
according to the CNA metric, where FCC atoms within each particle are assigned a unique
color and ones without local FCC ordering (free surfaces and GBs) are colored dark gray.

and used to calculate the two particles’ centers of mass, denoted by r1 and
r2. The temporal evolution of DCM = |r1 � r2| provides a measure of how
particles’ centers of mass approach each other as the neck region between
them grows over time, and is used as a densification metric. Figure 6 shows
plots of the temporal evolution of DCM for the two-particle geometry with a
particle diameter of 40 nm. As the systems evolve over time, DCM decreases
indicating particle neck growth. Further, it can be clearly seen that the
evolution of DCM is highly sensitive to the GBs present in the system. At
the end of the simulations, DCM decreased the most in systems with ✓ = 35�

and 40�, while ones with ✓ = 5�, 10�, and 30� showed no, or very little,
reduction in DCM .

Next, the total free surface area and particle neck length are quantified
as a function of time. Free surface area is calculated as follows: Delaunay
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Figure 6: For the two-particle system with Dp = 40 nm, temporal evolution of the separa-
tion distance between the particles’ centers of mass DCM as a function of the misorientation
angle ✓.

tetrahedrization is obtained using the atoms in the system as a point set. A
surface polyhedral mesh and its total area are obtained from the tetrahedron
formed in the solid domain (i.e. the triangular faces of the tessellation that
separates the solid domain from open space) [57, 61]. Figure 7 shows the
temporal evolution of the total free surface area [Fig. 7(a)] and particle neck
radius X [Fig. 7(b)] as function of time for several values of ✓. Sintering
leads to a reduction in free surface area and an associated increase in particle
neck size. The trends observed in Figs. 6 and 7 show that the quantitative
metrics describing the sintering behavior of the two particle-system exhibit
large variations as a function of the GB present in these systems; an e↵ect
that highlights the paramount role that GBs play in sintering kinetics.

The sintering behavior of the two-particle system can be further quan-
tified using dynamical scaling relations that describe the evolution of a mi-
crostructural feature of interest. As is typically done in classical treatments
of the two-particle geometry, the particle neck radius X evolves according
to [1, 25–29]

X
m

Rm�n
p

= Ht , (2)

where m and n are numerical constants that depend on the active mass
transport mechanism, t is time, Rp = DCM/2, and H is a parameter that
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(a) (b)

Figure 7: For the two-particle system with Dp = 40 nm, temperal evolution of the (a)
total free surface area and (b) particle neck radius X as a function of the misorientation
angle ✓.

encompasses several material properties. When GB di↵usion is the dominant
mass transport mechanism, (m,n) = (6, 4) and H = Hgb is given by [1]

Hgb =
96D̄gb�gb�s⌦

kBT
, (3)

where D̄gb and �gb are the GB self di↵usion coe�cient and thickness, re-
spectively. �s, ⌦, kB and T are the free surface energy, atomic volume,
Boltzmann’s constant, and absolute temperature, respectively. When mass
transport along free surfaces dominates, (m,n) = (7, 4) and H = Hs and is
given by [1]

Hs =
56D̄s�s�s⌦

kBT
, (4)

where D̄s and �s are the surface self di↵usion coe�cient and thickness, re-
spectively.

Using the results for the temporal evolution of DCM in Fig. 6 (with Rp =
DCM/2), particle neck radius in Fig. 7(b), and the scaling law given by
Eq. (2), the value of the material parameter H as a function of ✓ can be
obtained and the results are shown in Fig. 8(a). It can be seen that Hgb and
Hs attain small values for ✓ < 30�, increase drastically for ✓ = 35� and 40�,
then decrease in values for ✓ = 45�. A close examination of Eqs. (3) and (4)
reveals that the forms of Hgb and Hs only di↵er in the interfacial properties
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(a) (b)

Figure 8: For the two-particle system with Dp = 40 nm, a plot of the (a) parameter H

[refer to Eq. 2] under the assumption of GB di↵usion (i.e., H = Hgb) and surface di↵usion
(i.e., H = Hs), and (b) ratio D̄gb�gb/D̄s�s as a function of the misorientation angle ✓.

(di↵usivities and widths) that are relevant to the transport mechanism being
considered. Motivated by the treatment of Johnson [62], the expressions for
Hgb and Hs yield the ratio of GB to free surface di↵usion as

D̄gb�gb

D̄s�s
=

56

96

Hgb

Hs
. (5)

Therefore, using the data for Hgb and Hs [refer to Fig. 8(a)], the ratio
D̄gb�gb/D̄s�s is obtained as a function of ✓ and the results are shown in
Fig. 8(b). Systems with ✓ = 35� and 40� exhibit lower GB to surface di↵u-
sion ratios. Within the coincident site lattice (CSL) description of GB ge-
ometry, several high symmetry GBs result from misorientations in the range
of 35� < ✓ < 45� about [001] (e.g., ⌃5 and ⌃29b are characterized by a
misorientation angle of 36.9� and 43.6�, respectively). The results depicted
in Fig. 8(b) suggest that GB and surface di↵usion are within the same or-
der of magnitude at least for the range of angles explored in this study, and
that high symmetry GBs are characterized by lower GB self di↵usion. Our
results of relative GB di↵usion rates are in qualitative agreement with the
experimental study by Johnson [63] and data collected therein [64–66].

Simulations results of the two-particle geometry underscore the critical
role that GBs play in sintering kinetics. It is shown that some systems
exhibit rapid particle neck growth, while others attain stagnant states with
no or very little neck growth.
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3.2. Three-particle geometry

While the two-particle geometry sheds light on the role of GBs on particle
neck growth, it does not provide informartion about pore shrinkage kinetics,
as this geometry by construction does not contain any internal pores. There-
fore, in this section we examine sintering kinetics using the three-particle ge-
ometry, where three equi-sized particles are spatially placed such that their
centers form the vertices of an equilateral triangle and leads to the formation
of an internal pore. The crystallographic orientations of the three particles
are chosen such that they all share the same out-of-plane [UVW ] crystal axis.
Here, the sintering behavior of the three-particle geometry is quantified as a
function of the GBs present in the system by monitoring shrinkage kinetics
of the internal pore.

We first start by examining the microstructural evolution. Figure 9 shows
snapshots of the atomic structures after annealing at 1000 K for 40 ns, where
Figs. 9(a)-(c) depict the results for rotations about [UVW ] = [001] by an
angle ✓/2 of (a) 0�, (b) 20�, and (c) 30�. Rotations about [110] are shown in
Figs. 9(d)-(f), for ✓/2 values of (d) 0�, (e) 40�, and (f) 80�. The results for
[111] rotations are shown in Figs. 9(g)-(i) for ✓/2 values of (g) 0�, (h) 40�,
and (i) 60�. In all panels of Fig. 9, atoms are colored according to CNA,
where green, red, and gray denote FCC, HCP, and none (defect). Futher,
Video 10 shows pore shrinkage dynamics for the system with [UVW ] = [111]
and ✓/2 = 40�.

It can been seen from Fig. 9 that a wide range of internal pore mor-
phologies and shrinkage profiles result by varying the rotation axis, angle,
or both. For example, complete shrinkage of the internal pore is reached for
the case of (✓/2)/[UVW ] = 40�/[111] in Fig. 9(h) and Video 10, whereas
very little shrinkage is observed for 0�/[001] in Fig. 9(a) and 0�/[110] in
Fig. 9(d). Indeed, for the cases of 0� rotations about [001], [110], and [111]
(i.e., Figs. 9(a), (d), and (g), respectively) the adjoining particles have the
same crystallographic orientations, and thus no GBs form during the anneal-
ing simulations. In such cases, free surface coarsening leads to partial neck
formation. Due to the cubic crystal symmetry, some rotations about [UVW ]
result in re-alignment of the crystal axes of the adjoining particles. For ex-
ample, a rotation of ✓/2 = 60� about the [111] axis, as in the case depicted in
Figure 9(i), results in a total rotation of 120� between particles 2 and 3 ([111]
is a triad axis [67]). This in turn leads to a re-alignment of the crystal axes
of particles 2 and 3, and thus no GB forms between them. Qualitatively, it
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 9: Snapshots of the three-particle geometry at a simulation time of 40 ns for
rotations about the [UV W ] axis of (a)-(c) [001], (d)-(f) [110], and (g)-(i) [111]. The
rotation angle ✓/2 is set to: (a) 0°, (b) 20°, (c) 30°, (d) 0°, (e) 40°, (f) 80°, (g) 0°, (h) 40°,
(i) 60°.
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Please include Video 1 in the online version

Figure 10: An animation depicting the microstructural evolution and internal pore shrink-
age in the three-particle system with [UV W ] = [111] and ✓/2 = 40�.

can be observed that internal pores shrink faster in systems, where all three
GBs form between the particles [refer to Figs. 9(c), (e), and (h)].

Another interesting e↵ect emerges for some angle/axis pairs, which is
related to GB-pore interactions and the resulting GB break-away events.
As an example, Fig. 11 depicts the temporal evolution of the three-particle
geometry for the case of (✓/2)/[UVW ] = 45�/[001] at simulation times of (a)
initial t = 0 after the temperature ramp-up to 1000 K, (b) t = 34 ns, (c)
t = 37.4 ns, and (d) t = 40 ns. Owing to the cubic crystal symmetry, where
[001] is a tetrad axis [67], particles 2 and 3 have an equivalent crystallographic
orientation, and no GB forms between them. In the initial stages, two GBs
of the same misorientation between particles 1-2 and 1-3 form and grow as
shown in Fig. 11(b). At later stages these GBs merge at the internal pore and
break away from it as shown in Fig. 11(c). This in turn results in a two-grain
structure with a single curved GB that undergoes curvature-driven flow. In
addition, the isolated internal pore that is left in the structure is persistent,
as it now requires bulk di↵usion to shrink and collapse, which is a much
slower process than di↵usion along surfaces and GBs [68, 69].

The observations of pore shrinkage in Figs. 9 and 11 are made quantitative
by monitoring the temporal evolution of the pore size R(t) and the results
are shown in Fig. 12 for [UVW ] of (a) [001], (b) [110], and (c) [111]. It can
be seen that variations in pore shrinkage kinetics as a function of ✓/2 and
[UVW ] are significant. For [001] rotations, the trends in Fig. 12(a) suggest
that the internal pore shrinks faster with increasing ✓/2. It can also be seen
that some values of ✓/2 result in rapid densification (e.g., ✓/2 = 40� and 45�),
whereas others yield stagnant states, i.e., the internal pore exhibits no or very
little shrinkage. Rotations about the [110] axis [refer to Fig. 12(b)] exhibit a
similar trend, where enhanced pore shrinkage is observed with increasing ✓/2.
For all angles examined in the [110] case, the structures exhibit sluggish pore
shrinkage kinetics, at least for the simulation times attained in this study. For
rotations about [111], Fig. 12(c) shows that some rotations are characterized
by rapid pore shrinkage (e.g. ✓/2 = 30� and 40�), whereas others exhibit no
or very little shrinkage. As discussed above, the three-particle configuration
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(a) (b)

(c) (d)

Figure 11: At T = 1000 K, the three-particle geometry with (✓/2)/[UV W ] = 45�/[001].
Snapshots depicting the atomic structures at simulation times of (a) t = 0 (initial after
the temperature ramp-up step), (b) t = 34 ns, (c) t = 37.4 ns, and (d) t = 40 ns. These
snapshots show GB-pore interactions and a GB break-away event. Atoms are colored
according to common neighbor analysis (CNA), where green (black) denote FCC (none)
ordering.
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(a) (b)

(c) (d)

Figure 12: For the three-particle geometry: (a)–(c) Temporal evolution of the internal
pore size R(t) as a function of ✓/2 for a rotation axis [UV W ] of (a) [001], (b) [110], and
(c) [111]. (d) On a log-log scale, a plot of pore shrinkage S(t) for various combinations of
✓/2 and [UV W ].

explored in this study results in the formation of two asymmetric tilt GBs
with a misorientation angle of ✓/2 (between particles 1-2 and 1-3) and one
symmetric tilt GB with a misorientation angle of ✓ (between particles 2-3).
Therefore, di↵erences in pore shrinkage kinetics shown in Fig. 12 are due to
di↵erent combinations of GB types, or lack of formation of all three GBs as
in the case of ✓/2 = 60� about [111], as seen in Fig. 9(i).

Next, based on Eq. 1 the temporal evolution of the pore shrinkage S(t)
is calculated from the data in Fig. 12(a)-(c) for all ✓ and [UVW ] cases and
plotted in Fig. 12(d) on a log-log scale. It can be seen that the trends suggest
power law kinetics for pore shrinkage. Systems with [UVW ] = [110] exhibit
the slowest shrinkage rates as evident by the flat profiles in Fig. 12(d). Pore
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Figure 13: For the three-particle geometry, pore shrinkage at t = 40 ns as a function of
✓/2 for [UV W ] = [001], [110], and [111].

shrinkage values at the end of sintering simulations (t = 40 ns) are obtained
from Fig. 12(d) for each (✓/2)/[UVW ] case and the results are shown in
Fig. 13. It can be seen that drastic di↵erences in pore shrinkage rates exist as
a function of the GBs present in the systems. For rotations about [001], pore
shrinkage increases with ✓/2, while for [111] rotations it increases with the
angle until ✓/2 = 40�. Systems with rotations about [110] exhibit shrinkage
rates that are lower than the ones with [001] and [111]. Finally, it can be
seen that several systems reach shrinkage values of one indicating complete
shrinkage and full densification, see Fig. 9(h) for en example. The results
depicted in Figs. 12 and 13 clearly highlight the paramount role that GBs
play on sintering kinetics, pore shrinkage, and densification rates. For a
given rotation axis [UVW ], a slight change in the angle ✓/2 can chnage the
system’s sintering behavior from rapid pore shrinkage to a stagnant one with
no or very little densification.

4. Summary and Future Outlook

In this study, MD simulations were applied to examine the role of GBs on
the sintering behavior of nanoscale nickel particles. Two geometries, two- and
three-particle configurations, were used in this work in order to investigate
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sintering kinetics, pore shrinkage, and densification rates as a function of GB
character.

For the two-particle geometry, several misorientation angles and particle
sizes were explored in order to systematically study their e↵ect on particle
neck formation and growth, and crystallographic re-orientation events. Sim-
ulation results suggest that particle re-orientation dominates in the small
angle and particle size regimes. It was found that for angles ✓ < 25�, the two
particles underwent rigid body rotation regardless of their size, which in turn
led to a re-alignment of their crystallographic orientations across the particle
neck region and no GB formed. The sintering behavior was quantified by
monitoring the temporal evolution of the particle neck width and total free
surface area, which are then used to obtain the relative GB self di↵usion
rates as a function of the misorientation angle.

Next, the three-particle geometry was explored, where three equi-sized
cylindrical disks (particles) sharing their out-of-plane [UVW ] crystal axis
were placed such that their centers formed the vertices of an equilateral tri-
angle and resulted in the formation of a closed internal pore. Several orienta-
tions about the common axis were examined, and the e↵ective internal pore
size and overall pore shrinkage were monitored a function of time. Simulation
results revealed a wide range of pore shrinkage profiles ranging from complete
shrinkage to stagnant response with no or very little shrinkage depending on
the GBs present in the systems.

Our atomistic simulation results highlight the need to account for GB
anisotropic e↵ects in mesoscopic models of sintering in order to quantita-
tively capture pore shrinkage and densification rates of powder compacts.
Our results reveal that some GBs are e↵ective in terms of sintering and rapid
densification. This suggests the possibility of exploring “GB-engineered” con-
cepts in sintering applications, where particles can be preferentially oriented
to yield GB misorientations that optimize the sintering behavior.
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