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1.1 Introduction

Nanotechnology is the understanding and control of matter at dimensions between 1 and 100 nanome-
ters. Materials at these scales usually exhibit unique characteristics and can provide significant
technical and economic advancement with novel applications. Although promising, most nanotech-
nology research only focuses on dozens of or a few hundred particles or molecules. To realize
large-scale devices and commercializable products, massive assembly techniques with high-volume
high-rate output are required. This poses a great challenge to the nanomanufacturing research com-
munity. That is, how to fabricate nanomaterials and devices in a repeatable and scalable way such
that nanotechnology becomes commercially viable. Scaling up nanotechnology from laboratory
setup to industry-level production is critical to enable mass-scale impacts of nanotechnology to our
daily lives.

Nanomanufacturing is a physical or chemical process that results in new materials and devices
with nanoscale structures that exhibit special properties and functions. In the past decade, research
efforts have focused on investigating nanomanufacturing techniques that are suitable for large-scale
production of materials with nanostructures, such as soft lithography, nanoimprint lithography, and
others. However, to enable commercial-scale production, nanomanufacturing techniques are far
from mature. Many technical issues related to nanomanufacturing still need to be resolved. For
example, in process planning, we need to determine how precursor materials flow through dur-
ing fabrication or reaction, which paths and what speeds fabrication tools/probes take to minimize
wastes, etc. In quality control, we need to know how to adjust controllable parameters of processes
such that uncontrollable but important variables are in tolerable ranges. Here, we focus on the issues
related to process planning.

In product and process design, computational tools have played important roles. They allow
engineers to predict behaviors of products and performance of manufacturing processes. Computer-
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aided design (CAD), computer-aided engineering (CAE), and computer-aided manufacturing (CAM)
tools are the major enabling technologies and contributors of the success of well-established com-
mercial products such as cars, airplanes, and semiconductor chips. During the so-called virtual
prototyping formed by CAD/CAM/CAE, CAD tools allow design engineers to build the digital
model of a product, then simulate and optimize its behavior by finite-element alike methods in CAE
tools. As the next step, CAM tools, especially computer-aided process planning (CAPP) modules
in CAM software, enable manufacturing engineers to directly simulate the fabrication processes of
the product and evaluate the processes’ performance, then design and optimize process parameters
(e.g. cutting path and feed speed in machining). The state-of-the-art CAM software can even build
digital models of plants and simulate the operation of the complete factory for a new product that is
still in the design stage.

Virtual prototyping can reveal and correct problems that may occur within a product’s lifecy-
cle (manufacturing, use, and others) and help engineers to understand the impacts of their deci-
sions on product design and process design, before the designs are physically realized. Historically
CAD/CAM/CAE has played significant roles in reducing cost and time-to-market while ensuring
high-quality and repeatability of mass production in the traditional large-scale manufacturing.

Similar to the traditional manufacturing, future computer-aided nano-design (CAND) tools can
be used to build digital models of nanoscale products as the starting point of virtual prototyping.
computer-aided nanomanufacturing (CANM) tools are valuable to designing and planning the pro-
cess of nanomanufacturing. Process planning is the systematic determination of the detailed meth-
ods and operations that nano-engineered materials can be manufactured economically and competi-
tively from initial stages to finished stages. The goal of process planning is to ensure the repeatabil-
ity and scalability of nanomanufacturing processes so that commercial scale nano-engineered prod-
ucts can be mass produced. To be a leading manufacturer, one must implement processes that are
well thought through in terms of both physical and software systems. Computing and information
technologies are playing an increasingly significant role in the success of new nanomanufacturing
systems. Effectiveness and efficiency must be considered early in the design cycle for maximum
impact.

We envision that CANM software with CAPP capability would be indispensable in future nanoman-
ufacturing industry for repeatable, low-cost, and high-throughput production, similar to the CAM
software in the traditional manufacturing. Our simulation-based process planning approach for
CANM described in this chapter is a new paradigm to provide the fundamental understanding of the
physical and chemical processes at nanoscale that is necessary to control and optimize those pro-
cesses to realize scalable nanomanufacturing. Given the complexity, costs, and risks associated with
empirical studies by physical experiments, modeling and simulation, especially the first principles
approaches, can provide numerous advantages in the research of nanomanufacturing.

The wide spread adoption of nanoscale products, even the most mature ones in semiconductor
industry, such as sub-100nm integrated circuit chips, flat panel displays and photovotaics, depend
on reproducible and cost effective nanomanufacturing technologies. The challenge of driving cost
per function down past critical price points requires understanding and coupled optimization of ba-
sic materials, equipment and processes at scales well below 100nm [48]. The full understanding
of nanomanufacturing processes is important for process improvement. This understanding pro-
vides the basis to design and optimize processes systematically and rationally so that we know why,
where, or even how to improve. In return, rational design of processes guides physical experiments
and enables efficient implementations. CAPP enables simulation-based process design in traditional
manufacturing. Simulation can help predict and correct potential manufacturing problems at very
early stages, thus eliminating otherwise induced wastes and costs. Similarly, computational simu-
lation is the most cost-effective way to understand the complex physical and chemical processes at
nanoscales.

In this chapter, we present a first principles multiscale simulation framework that simulates both
bottom-up and top-down nanomanufacturing processes and enables process planning, improvement,
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and optimization. The framework is shown in Figure 1.1. Given an initial set of manufacturing pro-
cess parameters (e.g., precursor materials, deposition direction, cutting rate, temperature, pressure,
external field strength and directions, etc.), a controlled kinetic Monte Carlo simulation (cKMC)
model is built. The cKMC generalizes the classical kinetic Monte Carlo (KMC) by introducing
controlled events in parallel with self-assembly events so that both top-down and bottom-up fab-
rication processes can be simulated. The outputs of cKMC simulation are metrics to evaluate and
optimize the process parameters. As the inputs for cKMC including states and transition rates, the
first principles simulation of density functional theory (DFT) is used to search stable states with
minimum energy on a potential energy surface (PES) and transition states that are associated with
transition or reaction events, based on some representative small-scale molecular models.

Nano-manufacturing Process Parameters
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FIGURE 1.1: The proposed first principles multiscale simulation framework to simulate both
bottom-up and top-down nanomanufacturing processes and enables process planning.

Scale complexity is inherent in simulating nanomanufacturing processes. At the quantum scale,
electrons behave according to the first principles of quantum mechanics. At the atomistic scale,
atoms and molecules aggregate or disperse based on the potential energy level as a result of the elec-
tron density distribution. At the mesoscale or larger, collective behavior of all atoms and molecules
is observed. For length scales, simulating at the atomistic scale is required for nanoscale struc-
tural manipulation, yet large-scale production may have thousands of millions of atoms involved
simultaneously. Similarly for time scales, electronic and molecular configurations change at the
scales of femto (10~!%) seconds or shorter, whereas the complete manufacturing processes may last
seconds or days. Computational efficiency and effectiveness should be both considered in detailed
simulation of large systems. Therefore, a multiscale simulation approach for CANM is necessary
to provide fundamental understanding of the processes.

In the rest of the chapter, we first provide a review of the existing nanomanufacturing tech-
niques, including both top-down and bottom-up processes. Then, the most used nanoscale sim-
ulation methods are briefly introduced, including quantum Monte Carlo (QMC), DFT, molecular
dynamics (MD), and KMC. The main body of the chapter is a proposed generic framework of first
principles simulation-based nanomanufacturing process planning. The important elements of sta-
ble state and transition state search on first principles PES will be introduced, where new search
algorithms to seek a global view of the complex PES are developed. cKMC as a generalization
of KMC simulation at the atomistic scale will be presented, where both top-down and bottom-up
nanomanufacturing processes can be simulated. The application of the new simulation framework
on process planning will be demonstrated.
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1.2 Background
1.2.1 Process Planning for Nanomanufacturing

In general, nanomanufacturing techniques are classified as either top-down or bottom-up [68, 9, 61].
In the top-down approaches, materials are removed with low volumes and sizes down to the scale
of dozens of nanometers. In the bottom-up approaches, materials are assembled under the guidance
of nanoscale templates, either physically or chemically. Some of those techniques are inherited and
extended from the traditional semiconductor manufacturing techniques, such as nanoimprint lithog-
raphy and vapor deposition, since semiconductor is one of the major driving forces of nanomanu-
facturing.

Among the different nanomanufacturing tools and techniques, some have become mature such
as atomic force microscope (AFM), focused ion beam (FIB), chemical vapor deposition (CVD),
and physical vapor deposition (PVD), and commercial equipment is available. It is foreseeable
that more manufacturing approaches will become commercially available in the coming decade.
Some of the key research issues in nanomanufacturing include how to produce and use precursor
materials, how to assemble and characterize precursors, how to design and integrate structures into
devices and systems, as well as how to develop the corresponding instrumentation and equipment
[16]. In addition, we also need to answer questions related to process planning, such as the proper
dose of precursor materials, feed rates, injection directions and paths, and so on.

There is very limited research on the issues related to process planning for nanomanufacturing.
Collision-free path planning methods in the traditional robotic assembly have been applied to AFM
manipulation of nano particles [50, 13, 49, 73] and tip motion control [44, 53]. These methods only
apply to one type of top-down fabrication techniques. To improve the throughput of nanomanufac-
turing systematically, the detailed nanoscale physical and chemical processes, i.e. how atoms are
aggregated or dispersed to form nano structures because of self-assembly, should be considered.

1.2.2 Research Gaps in Process Planning for Nanomanufacturing

Despite the rapid progress of fabrication methods, the major challenge for nanomanufacturing is still
the issue of how to fabricate high-precision nanostructures with high-throughput rates, which are
two conflicting goals. To achieve the level of commercial scale production, the processes themselves
have to be improved. Understanding the fundamentals of processes and planning them with the goal
of production are important. There are several research gaps related to process planning between
current techniques and future needs of commercial-scale mass production, listed as follows.

First, understanding the phenomena and nature of processes is important to predicting and con-
trolling the process outcomes. Lack of fundamental insight on processes prohibits controllable mass
production. For instance, although various fabrication methods of CVD and PVD have been widely
used to vaporize and grow carbon nanotubes (CNTs), the control of position, orientation, chirality,
and length of CNTs is still a daunting challenge to create uniform and isotropic materials batch-to-
batch, which is critical for the desired mechanical, electrical and thermal properties. Single-walled
CNT (SW-CNT) has superior properties than multi-walled CNT (MW-CNT). However, the purifi-
cation process for SW-CNT to remove unwanted amorphous carbon and metal catalysts after its
growth needs extensive and meticulous procedures. As another example, etching is a commonly-
used process for material removal in semiconductors wafer fabrication. However, most of existing
research on the process is by empirical studies. They do not provide the basis for understanding the
etching rates, etching profiles, selectivity, etc. The large number of independent processing param-
eters also makes empirical studies time consuming [31]. Future mass production needs repeatable
and controllable procedures. The fundamental understandings of the nanomanfuacturing processes
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thus are critical. Without them, nanomanufacturing would remain an art that is highly dependent on
individuals’ skills rather than on systematic engineering.

Second, there is a lack of first principles methodologies that model and study nanomanufacturing
techniques to allow for systematic and fundamental understanding. First principles or ab initio
approaches rely on the foundational propositions or laws of physics to create models. In contrast,
empirical approaches build models from experimental observations. Various empirical or semi-
empirical approaches, including the widely used MD simulation, have been developed to model
and simulate some processes such as in top-down nanolithography and bottom-up self assembly.
However, these empirical models are based on experimental data fitting (e.g. to generate empirical
force fields or interatomic potentials in MD) instead of established laws of physics. They can
be used to replicate phenomena but do not provide the fundamental understanding. In addition,
experimental data at nanoscales are not easy to collect. Insufficient data is the major hurdle to
build accurate and precise empirical models. In contrast, first principles modeling and simulation
approaches in computational chemistry and physics (such as QMC and DFT) solve Schrodinger’s
equation to predict the system’s energy levels and configurations. Theoretically all physical and
chemical properties can be computed and predicted precisely by solving Schrodinger’s equation if
there were no computational limitation. Ab initio simulation methods have been used to study some
of the bottom-up self-assembly processes, such as CVD for crystal growing or diffusion process in
doping in semiconductor domains. Yet, generic and integrated first principles methodologies for
process planning and controls of both top-down and bottom-up processes are needed.

Third, repeatability and scalability of processes also require that the lifespan of fabrication tools
should be predictable. For instance, the physical and chemical property changes of AFM tips dur-
ing fabrication need to be controllable to ensure quality of products. When mechanical forces or
electrical bias are continuously applied in scanning probe, tool wear is an important contributor of
defects. There is a need to research on how to design the lithography process so that defects can be
minimized and controlled.

Fourth, lack of knowledge of the impact of nanomanufacturing processes on environment, health
and safety prohibits setting standards and regulations to prevent hazards. New chemicals are being
generated in the processes, which could potentially pose risks to environment and safety. Future
manufacturers of nanomaterials in large quantity should ensure that their production does not put
their employees and general public in danger. Risks associated with manufacturing processes should
be assessed at conceptual stages of process design. To avoid the unnecessary risks of conducting
empirical studies, first principles simulation approaches are extremely valuable to assess unknown
effects of any new chemicals without physical experiments.

Therefore, to reduce production time, waste, cost and associated risks to achieve realistic commercial-
scale production, the fundamental understanding of nanomanufacturing processes via first principles
approaches should be greatly enhanced. In this chapter, we will directly address the first two re-
search gaps. We will demonstrate a first principles simulation-based process planning framework
for nanomanufacturing. This simulation-based approach provides a first principles view of both
top-down and bottom-up approaches starting from the quantum level simulation. Thus the most
fine-grained information ever about detailed physical and chemical processes can be captured by
simulation and provides the fundamental insights.

1.3 Simulation at Nanoscales

Various simulation methods that are focused on some specific length and time scales have been well
developed. As illustrated schematically in Figure 1.2, either discrete or continuous approaches have
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been used to simulate at the respective time and length scales. To construct these simulation models,
either first principles or empirical methods are used to parameterize the models. For instance, QMC,
Hartree-Fock self-consistent field, and DFT are considered to be first principles, whereas commonly
used MD is empirical.
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FIGURE 1.2: Simulation methods are developed at respective time and length scales.

A simulation method will become incapable or inefficient in simulating behaviors beyond its ma-
jor scale. For instance, MD simulation is designed to describe molecules’ behavior at time scales
from femto seconds to pico seconds. It becomes extremely inefficient in simulating long-term be-
haviors over micro seconds or longer. Because most computational time is spent on thermal behav-
iors of atoms at the femto-second scale, the most interesting behaviors are actually much slower
and are “rare events”, which are hardly observable in simulation. Similarly, for length scales, DFT
simulation as a popular first principles approach can be useful for dozens of atoms. But it becomes
too expensive to simulate large molecules with thousands of atoms. Therefore, using a simulation
model at its major length and time scale is important with the consideration of accuracy and effi-
ciency. In this section, the most widely used QMC, DFT, MD, and KMC simulation approaches are
introduced.

1.3.1 Quantum Monte Carlo

Among all computational methods that can calculate electronic structures (thus the atomic system
potential energy) with low order (< 3) polynomial times and up to a few thousand electrons, QMC
is the most accurate one. QMC directly computes the expected energy of electronic structures from
the many-body Schrodinger equation by the sampling approach. As a result, QMC can compute
system energy at both ground states (most stable with minimal energy) and excited states (with
elevated energy level because of spikes of external energy injection).

Two varieties of QMC, variational Monte Carlo (VMC) and diffusion Monte Carlo (DMC), are
commonly used. VMC applies the variational principle to approximate the state of a system by opti-
mizing the electron wave functions, whereas DMC employs a Green function to solve the evolution
of wave function system toward the actual state with an imaginary time. Typically both approaches
are used together. First, VMC is applied. The result of VMC becomes a good initial starting point
of DMC for more accurate calculation.

Although the latest implementation of QMC can simulate an atomistic system with up to thou-
sands of electrons in parallel computation, it is still not practical and economical to simulate systems
at the typical engineering scale with at least hundreds of atoms.
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1.3.2 Density Functional Theory

DFT is a much more efficient alternative of QMC to simulate electronic structure at atomistic scale.
Its formulation is based on a theorem of Hohenberg and Kohn, which states that the ground-state
properties of a many-electron system may be obtained by minimizing a functional of the electron
density. With the electron density expressed in terms of the one-electron wave functions of the
non-interacting system, the energy functional includes the components of kinetic energy of the non-
interacting system, the interaction between the electron and ions as the potential energy, the Hartree
term that represents pair-wise electron-electron Coulomb repulsion, and an exchange-correlation
potential that approximates the many-particle interactions. By minimizing the total energy func-
tional, one could find the ground-state wave functions and thus the total energy level. Numerically
the Kohn-Sham equations, as the approximation of Schrodinger’s equation, are solved iteratively to
obtain self-consistent solutions.

Various exchange-correlation potential approximations have been developed. The well-known
one is the so-called local-density approximation (LDA), where the exchange-correlation potential
depends only on the local electron density, which itself is assumed to be uniformly distributed. This
approximation also works surprisingly well when the distribution of electrons is strongly inhomo-
geneous, such as at surfaces and in molecules. The analogous approximation for spin-polarized
systems, known as the local spin-density approximation (LSDA) [6, 62], has also been proved with
good accuracy. Higher accuracy can be achieved by the generalized gradient approximation (GGA)
[41], which includes no only the local density as in LDA and LSDA, but also the gradients of lo-
cal density. The accuracy can be even further improved by considering higher-order derivatives.
Several nonlocal functionals have also been proposed, such as average-density approximation and
weighted density approximation.

In addition to the traditional ground state simulation, various extensions of DFT have been de-
veloped to simulate excited state (time-dependent density functional theory), and the influence of
magnetic field (magnetic field density functional theory and current density functional theory).

The results obtained by DFT are typically an order of magnitude less accurate than those from
QMC. Nevertheless, it is computationally much more efficient than QMC. As a result, it has been
widely applied in a variety of fields in physics, geophysics, chemistry, biochemistry, and materials
science.

1.3.3 Molecular Dynamics

MD is a simulation approach to model molecular systems with physical interaction between par-
ticles by solving the Newton’s equations of motion. The interaction is characterized by the inter-
atomic potential energy, which is a function of atomic positions. The physical forces between atoms
are computed as the gradient of the potential, which leads to the changes of atoms’ momenta and
subsequently positions. For a system with N atoms in a 3 dimensional spatial domain with Carte-
sian coordinates, its 6N dimensional phase space consists of 3N values of positions and 3N values
of momenta. The state of the system is a point in the phase space, and the MD simulation is to
numerically compute a trajectory in the phase space.

At each time step, the interatomic potential values are updated. With the calculated forces, the
accelerations of the atoms are computed too. Based on the numerical finite-difference version of the
Newton’s equations (e.g. the well-known verlet algorithm), the momenta and positions of particles
are updated. To reduce the numerical truncation error for solving the ordinary differential equations,
higher-order multi-step algorithms (at the cost of memory) have also been developed.

The conventional MD was formulated for systems of the microcanonical (NVE) ensemble with
constant volume and energy, which however does not conform with most of experimental measures.
Therefore, MD formulations for other systems have been proposed. For instance, the constrained
dynamics [18] with kinetic energy constraints, Nosé-Hoover dynamics [46, 29, 42] based on an
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enhanced Hamiltonian, and canonical samplings with velocity scaling [7, 10] were developed for
the canonical (NVT) ensemble. The Anderson [1] and Parrinello-Rahman [47] formulations were
for the isoenthalpic-isobaric (NPH) ensemble. Additionally, constrained MD with algorithms such
as SHAKE [51] and RATTLE [2] were developed to improve the efficiency of simulating large
molecules with fixed geometric variables (e.g. bond lengths and angles) to decouple vibrations
from translations and rotations.

MD simulation is designed to describe molecules’ behaviors at time scales from femto seconds
to pico seconds. It is not economically realistic in simulating processes that are over micro seconds
or longer. Because most computational time is spent on thermal vibrations of atoms.

1.3.4 Kinetic Monte Carlo

In contrast to MD, the atomic scale KMC [11] is much more efficient in simulating the infrequent
transition or reaction processes with longer times than thermal vibrations. KMC does not simulate
a system based on its continuous evolution along time as in MD. Instead, it defines a discrete set of
states of the system (i.e. all possible configurations). It simulates state transitions between states
which are triggered by events (also called processes in chemistry-oriented literature) that cause state
changes. In physical processes, each ‘snapshot’ of the system at a time where atoms are located in
space is a state of the KMC model. In chemical reactions, the numbers of different species naturally
form the states. Reactions themselves are the events.

During the KMC simulation, events are randomly selected to occur sequentially based on their
respective probabilities of occurrence, which follow exponential distributions in general. When an
event occurs (or it is usually called the event is fired), the system’s state is updated according to
the nature of the event. At the same time, the system clock that keeps track of the current time of
the system needs to be advanced by a certain period, which is also randomly generated based on
probabilistic principles. The system clock provides information of how long the processes last. This
discrete-event approach allows us to simulate much larger atomic systems for much longer times
than those MD can provide.

The possible states and transitions/reactions with numerical rates are the input parameters of
KMC models. Empirically they may be found by physical experiments. From the first principles
viewpoint, all of them can be found by computing PES.

1.3.5 MD Applications in Nanomanufacturing

In the domain of nanomanufacturing, MD simulation has been used to study machining in the past
two decades [38]. More recently, it was used to simulate nano-lithography [19, 32] and cutting with
diamond tools [36, 37, 69, 25]. For other processes, MD has been used to simulate laser ablation
of bulk materials [56], laser-based sintering [66], and nano-indentation [54]. However, the major
issue of MD is its short time scale that is not compatible with those in nanomanufacturing. Most
of the computational time in MD is spent on thermal vibration of atoms, whereas our interested
processes are usually longer than microseconds. Those events of interest with longer time scale than
thermal behaviors are rare events. MD is very inefficient in simulating these rare events. Unrealistic
assumptions have to be made to accommodate the time scale. For instance, unrealistically high
cutting speed (e.g. 100 m/second) was used in those MD simulation studies, which only simulate
pico seconds of the processes. With such speed and time duration, the accuracy of predictions (e.g.
required forces and acceptable defects) is affected.

To simulate the rare events of transitions or reactions, several improvements of MD have been
proposed to bridge the gap of time scale and accelerate the simulation speed of rare events, such
as by running multiple trajectories [64], introducing bias potentials [63], or increasing temperatures
[55]. However, the inherent inefficiency of MD is that computational time is spent on trajectory
prediction, which is not important for rare event simulations.
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1.3.6 KMC Applications in Nanomanufacturing

In the domain of nanomanufacturing, KMC simulation has been used in some of the bottom-up self-
assembly processes. For instance, in PVD processes, it is used to simulate deposition and diffusion
events in sputtering (e.g. [70, 30]). In addition, there is a question on how to incorporate extra
information of kinetic energy in particles to make correct predictions, such as reflection, resputter-
ing, latent heat, kinetic energy induced diffusion, and others [71, 65, 59]. Approximations based
on molecular dynamics and the embedded atom method (EAM) are applied. In CVD processes,
KMC is used to simulate on-site chemical reaction events of film growth (e.g. [4, 3, 24, 33] ) and
etching (e.g. [22, 45, 74]). However, there is no KMC mechanism available to simulate top-down
manufacturing processes. In Section 1.5, we will demonstrate a new and generic KMC approach,
controlled KMC, for both top-down and bottom-up processes.

The input parameters for KMC simulation are the stable states and the transition rates associated
with transitions between stable states. The transition rates are determined by the energy difference
between stable states and transition states. The search of stable and transitions states to calculate
the inputs for KMC is introduced in the following section.

1.4 Searching Stable and Transition States

The first important element of the proposed first principles simulation framework to predict physical
or chemical processes is to search for stable or metastable states, which correspond to the local
minima on PES. The stable or metastable states are the possible system configurations of atoms
that exist in the physical world. The second important element of the first principles simulation is
the transition state search, which correspond to the saddle points on PES. The energy differences
between saddle points and local mimima indicate the rates of transitions between stable states.

As illustrated in Figure 1.3, PES is a high-dimensional hyper-surface, or simply speaking a func-
tion with system configuration values (e.g. coordinates of all atoms) as the inputs and the system’s
total potential energy level as the output. The configurations with local minimum energies on PES
correspond to the states that are stable or metastable, shown as current state, state i, and state j in
Figure 1.3. A transition/reaction rate is determined by the energy barrier between two stable states
on PES according to the transition state theory [40]. In Figure 1.3, the activation energy AE; for the
transition from current state to state j is the energy difference between the saddle point and current
state along the transition path. That is, transition rate k; from current state to state j is propor-
tional to exp(—AE;/(kgT)),i.e. kj = vjexp(—AE;/(kgT)), where kg is the Boltzmann constant, T
is the temperature, and V; is the pre-exponential factor that can be calculated from the vibrational
frequencies.

Different numerical algorithms for optimization can be
applied, including both local and global searching meth-
ods, to locate stable states. The most used searching al-
gorithms are gradient-based steepest descent and quasi-
Newton methods. Some global searching algorithms have
also been applied in searching stable structures on PES. s
Yet, these methods only search one stable structure with o g “‘::'::‘:‘“‘
the local minimum energy staring from the initial guess or
location. For real-world applications, the potential energy
landscape as the PES is very rough and complex where
many local minima exist. Therefore the relaxation result
sensitively depends on the initial guess. To receive amore  FIGURE 1.3: A
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comprehensive view of the possible meta-stable structures
at nearby locations, it is more desirable to have search algo-
rithms to find multiple local minima from one initial guess.
In Section 1.4.1, two new particle swarm optimization search algorithms, which can search multiple
local minima simultaneously, will be presented.

Various numerical methods to search transition paths and saddle points have been developed (see
a comprehensive list of references in [14]). They can be categorized into two types, transition path
search and saddle point search. Transition path search methods generate the minimum energy path
(MEP) on the PES, whereas saddle point search methods aim at finding the saddle points only. The
transition path search methods include the chain-of-states methods where a small set of discrete
states (also called images) form a ‘chain’ to approximate the MEP. The search is done by adjusting
positions of the images iteratively. The nudged elastic band and string methods are the representative
chain-of-states methods. Other ones include conjugate peak refinement and accelerated Langevin
dynamics. The saddle point search methods include the local search approaches where the search
is done by walking through the PES and identify saddles based on curvature information. Some
global search approaches also allow for jumps over local stationary points. The existing searching
algorithms only search one transition path or one saddle point at a time. In Section 1.4.2, a new
transition path search algorithm will be presented, where multiple transition paths can be found
simultaneously on a complex PES. The new search algorithm also locate minima and saddle points
altogether, which is also different from existing approaches where at least one stable state with local
minimum energy should be known in advance.

1.4.1 Two New Particle Swarm Optimization (PSO) Algorithms

The PSO method is inspired by the movement of a group of insects or birds which fly collectively
as a group and also learn from each other about potential sources of food. Using this type of
behavior, the swarm can search a large area and at the same time relay useful information to all
the individuals in the group. An optimization algorithm based on this principle is useful for finding
the global minimum or maximum of a numerical function on a continuous domain. A collection of
particles are used to search optima simultaneously. They exchange information of optimality during
the search and update their respective positions accordingly. Compared to other global optimization
techniques, it has a higher degree of time efficiency, nevertheless at the cost of more memory. By
adding more individuals to the swarm and increasing the size of the initial search space, the search
can be very comprehensive and converge to a global optimum.

In the classical PSO algorithm [35], the velocity of the j** particle at the i

iteration is
Vlw = 9",(-1)1 +Clrl,i(p(j) - Xl@l) +cari(o— Xz({)l) (1.1)

()

where j = 1,2,...,N for a total of N particles, x;”’| is the location of the j* particle at the (i — 1)

iteration, p(j ) is the best location (with either minimum or maximum functional value) found so far
for the j'” particle, o is the best location found so far among the neighbors, typically the population
of all N particles, r1 ; and 5 ; are random numbers between 0 and 1, ¢y and c; are weight coefficients
associated with the difference between the current location of the particle and the best it found so
far and the difference between the current location and the global best, and similarly 6 is the weight
assigned to the previous velocity of the particle. The location of the j* particle at the i’ iteration
is updated by x\/ = x/, 4 vV
global optimum is located.

The two new PSO algorithms [15] presented here are called random group PSO and active group
PSO, where particles search in groups and groups are dispersed so that multiple local minima can
be found.

. As search continues, the weights could be adjusted such that the
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Random Group PSO

The random group PSO (RG-PSO) divides the initial population of particles into K groups with the
respective sizes of n’s (k =1,...,K). Groups are always kept away from each other so that the
optima found by the groups are different from each other. To keep track of the positions of groups,

each group keeps track of its position, as the average position ifb = Z?}’:Zl xf”‘) /ny. for group k at
the i iteration. The velocity and position updates proceed similar to the standard PSO, except that
only particles from the same group are considered as neighbors. That is, o in Eq.(1.1) keeps track
of the best in the group here.

A Euclidean distance calculation is made to find the distance between groups. A criticality value
A is assigned to each group, initially assigned as zero. If the average position of particles in any
group moves within a threshold distance of the average position of any other group, the criticality
value for one of the groups is increased by one. If any group’s criticality reaches a predetermined
value A, or higher, all of its particles are relocated randomly in the search space. This relocation
scheme allows only one group to converge to a particular location in the search space, regardless
of whether the location is a local or global minimum. At the same time, given a sufficient number
of iterations, the remaining groups have a chance to converge to another minimum. The algorithm
increases the probability of finding the global optimum by avoiding premature convergence to local
optima, and more importantly provides more information about the energy landscape as different
groups converge to various local optima.

The example in Fig.1.4-(a) is used to illustrate RG-PSO. With the initial guess shown in Fig.1.4-
(b), the classical PSO algorithm gives the single optimum result in Fig.1.4-(c), whereas RG-PSO
gives multiple results of local optima simultaneously as in Fig.1.4-(d).

Active Group PSO

Rather than re-distributing particles randomly when two groups get too close to each other as in
RG-PSO, in active group PSO (AG-PSO), each group actively moves away from its m nearest neigh-
boring groups. The velocity is updated by

ij) = GVZ@1 + ¢ rl_,l-(p(j) — xl@l) +corpi(0— xl@l) —c3 Z Fpsai(0°F — xl@l) (1.2)
k=1

where 0<¥> is the best location of the nearest neighboring group k, and ry;’s (k = 1,...,m 4 2) are
random numbers.

Similar to RG-PSO, AG-PSO improves the probability of finding a global optimum when com-
pared to standard PSO and also provides more information about the landscape. The intent of
AG-PSO is to avoid wasteful iterations where two or more groups move towards each other before
being randomly re-distributed. By actively moving away from each other, the groups are less likely
to stay in the same area for multiple iterations. The algorithm should become more efficient as it no
longer has to wait to reach the threshold distance and maximum criticality before exploring a dif-
ferent region. By adjusting the value of c¢3, AG-PSO can also be more effective at exploring regions
that are densely populated with local optima. As two groups approach an area with multiple local
optima, they may search within threshold distance of each other if the optima are sufficiently close.
Rather than being re-distributed as with RG-PSO, the two groups may converge to different optima
within a small region. A similarly thorough search with RG-PSO would require a smaller threshold
distance, which makes the algorithm less efficient.

1.4.2 Searching Multiple Transition States

A new concurrent multi-transition path algorithm has been developed [26], which locates both the
minimum energy positions and MEP simultaneously. Therefore the precise positions of the stable
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FIGURE 1.4: Searching minima of Griewank function
f(x) = (x3 4 x3) /4000 — cos xj cos(x2/+/2) + 1 by PSO.

states do not need to be known in advance, as in the existing transition path search algorithms. In
addition, the new algorithm is able to search multiple transition paths simultaneously, which gives
us a comprehensive view of the energy landscape.

Similar to the chain-of-states methods, the transition path is represented by a series of discrete
states in the new search algorithm. These discrete states or images are treated as the control points
of a Bézier curve, and the MEP is the curve itself. The searching process starts with an initial guess
of MEP by a Bézier curve where the two end-point images can be at any states. At the first stage of
search, the minimization procedure is applied to the two end-point images respectively so that they
move to the nearest stable states. For each of the other intermediate control images, a set of conju-
gate directions are constructed. Along one of the conjugate directions for one intermediate control
image, several steps of line maximization are applied. Then several steps of line minimization along
each of the other conjugate directions are applied. This max-min procedure is based on the fact that
a first-order saddle point on an n-dimensional PES corresponds to the maximum along one direction
and the minimum along the other n — 1 directions.

In the chain-of-states methods, all discrete states need to be kept apart properly so that they
form a chain to approximate the MEP. In the nudged elastic band method [28], a spring is attached
between each pair of images. The spring forces thus keep the images apart. In the string method
[17], images are discrete evaluations of continuous splines. A reparameterization scheme is used
to redefine images so that they are relatively well distributed during the searching process. In our
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method, a Bézier curve degree elevation and reduction approach is developed to redistribute the
control images very efficiently. Degree elevation for a Bézier curve introduces an extra control
point without changing the shape of the curve. Degree reduction removes one control point with the
shape of the curve approximated by a new curve with one degree less than the original one.

Once the two end-point images successfully locate two local minima, a curve subdivision scheme
is applied to break the curve into two if there is at least an extra local minimum along the curve in
addition to the two end-point images. That is, one intermediate control image that is close to the
new minimum will now be treated as an end-point image shared by the newly generated two curve
segments. The minimization procedure is then applied to this new end-point image to locate the
extra minimum position. After the new end-point image is located at the new minimum, each of
the two new curve segments will be checked again. This procedure will continue recursively until
there is no guarantee that a local minimum will exist between any two end-point images along
the respective curve segment. Subdivision rules are defined such that the curve can be effectively
divided if there is an extra local minimum along a transition path. More details will be described as
follows.

Searching Stable Configurations

At the first stage of the search, the two end-point images move toward the local minima near their
respective initial positions. Different local search methods can be used. We use the conjugate
gradient (CG) approach to search. The CG approach is efficient for simple objective functions in
unconstrained optimization such as those with the quadratic form, where the number of iterations
can be predetermined and is the same as the dimension of the search domain.

In our algorithm, the classical Fletcher-Reeves method [21] is employed in calculating the con-
jugate search directions. That is, for an potential function f : R" — R, the search direction at
the starting position xq for the first iteration is calculated as vi = —V f(xp). Then the position is
updated as x; = xo + o v|. The directions for the rest of n — 1 iterations are v, = —V f(x,_1) +
(VT f(xi—1)-Vf(xi21))/ (VT f(xi—2) - Vf(xi—2))Vi_1 for i =2,...,n. The positions are updated by
X; =X,_1 +0o;v; (i =2,...,n). In the classical CG approach, the step sizes ¢;’s are typically deter-
mined by the line search so that the function can be minimized along the search direction v;. Here,
we do not find the actual minimum along the line. Because the potential function is not quadratic in
general. Most likely, the minimization procedure will go beyond n CG steps for an n-dimensional
problem. Therefore, we use a fixed number of mini-steps in the line search. The best step size so
far is then chosen as o;.

After n steps of CG search for minimum for two end-point images, the positions of the intermedi-
ate control images will also be updated to approximate the MEP, as described in the next subsection.
After both end-point and intermediate control images are updated, this finishes one grand iteration
of the searching process. For the next grand iteration, the end-point images will be minimized and
intermediate control images will be updated again for the MEP. The grand iterations will finish when
the two ends find the minima.

Searching the MEP

The positions of the intermediate control images are also updated by approximated conjugate di-
rections. Different from the end-point images, each intermediate image is maximized along one
CG direction and minimized along the other n — 1 CG directions. The CG directions are estimated
similar to Beale’s method [5] with the restart direction augmentation.

For the k" intermediate control image out of a total of N images (k = 2,...,N — 1), its maxi-

mization direction is set to be the finite difference approximation of the tangent direction as s§k> =

x(()k) - x(()kfl) ifk <[N/2] and ssk) = x(()k) - x(()kﬂ) if k > [N/2]. The position of the " intermediate

control image is then updated as x<1k) = X(()k> + alsim, where @ is the step size that is determined
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by a maximization line search procedure. Similar to the previous subsection of searching stable
configurations, we only apply a fixed number of mini-steps instead of finding the actual maximum
in order to save some computational time.

The first minimization direction is calculated as

s/ =g+ @2 -2/ 61" @) g sl (13)

where gl = V£(x{ Y +x1)/2) if k < [N/2] and gl = V() +x$) /2) i k > [N/2], and

b= Vf(xgk)). Similarly, the control image is updated as ng) = xs '+ s(2 )

of mini-steps of line minimization to decide the step size o5.
The rest of the minimization directions are calculated differently with a further augmentation of
the direction in the intermediate previous step, as

with a fixed number

s = —gf»k) + (g (2l — )/ @ - gl sl @ g/ e Ds (4
with g f( ) and updated position xfk) = Xl(f)l + Ot,-sl(k) i=3,...,n).

The uniqueness of our MEP search method is that the conjugate directions are used in searching
saddle points, with specially defined maximization and minimization directions where the location
information of neighboring images is utilized to improve the numerical stability.

Constrained Degree Elevation and Reduction

A new approach of degree elevation and reduction is developed to re-distribute the control images
during the MEP search. This approach is very efficient in adjusting the positions of control images
so that they are evenly distributed and approximate the MEP well. This is done by applying a step
of degree elevation, followed by a step of degree reduction. The combination of the two does not
change the number of control points. This procedure can also avoid the possible generation of loops
or self-intersections of the Bézier curve. Additionally, if we would like to dynamically increase the
number of control points to improve the resolution of MEP approximation, single or multiple steps
of degree elevation can be applied. Similarly, single or multiple steps of degree reduction can reduce
the number of control points. Therefore, the proposed degree elevation and reduction scheme can
also provide the dynamic resolution management during the search.

It is well known that the degree elevation of a Bézier curve can replace the existing curve by
another curve with one more control point, while the shape of the curve remains unaltered. For a
curve with N control points x("), ..., x(¥), one degree elevation step produces a curve with N + 1
control points y, o y(N +1). The new control points are calculated by [20] yI) = x(1), y(N+1) —

x™) and y®) (k/N) D4+ (1 —k/N)x® for k=2, .

Different from degree elevation, there is no degree reductlon scheme that can reduce the number
of control points while maintaining the same shape of curve. Approximation is inevitable. In our
degree reduction scheme, the new control points x*)’s in the reduced curve are calculated from the
original ones y(k>’s by

x(D =y xV) — y(V+1) 03
x® = (1=2®0)0 4 20,0 (k=2 .. N-1) '
where the forward intermediate points zgpk) ’s are calculated recursively by
(k—1) (1.6)

0 _ Ny (N Ry * D+ (V- Ky — k
r 3N — 3k

(k=2,...,N—1)



Controlled Kinetic Monte Carlo Simulation 17

(k)

and the backward intermediate points z;’’s are calculated recursively by

ZgN) :y(N+1)
®) Ny(kfl)+(k+l)y(k)+(k+1)y(k+l)_(N_k_l)zl(ngrl) (1.7)
Zy = 313 (k=N-1,...,2)

The weights are calculated as A%) = k/(N — 1) for k = 1,...,N —2. Compared to other Bézier
curve degree reduction methods, this formulation simplifies the computation, because we do not
require the best approximation of the original curve by the new one. At the same time, the locations
of neighboring images are considered in the forward-backward averaging in order to eliminate the
undesired loops or self-intersection.

Curve Subdivision for Multiple Pathway Search

A curve subdivision scheme is devised so that the single Bézier curve is divided into two if there
is an extra basin of local minimum between the two end-point images along the path. Rules are
designed to check whether extra basins exist for the curves with either five or six control points.
They are based on the directions of the gradients for those control points, as the indicators of slopes.
By comparing the angles between the gradient directions at the locations of control points along the
path, we can check if the curve moves up-hill and down-hill on the PES more than once.

If an extra basin of local minimum exists, the control point that is closest to the basin is selected as
the breaking point. The breaking point is treated as a new end-point image instead of an intermediate
one from now on. The original curve is subdivided into two with the new end point shared by the
two new curves. Degree elevation is applied to both curves to introduce extra control points to
maintain the necessary resolution. The minimization procedure is applied to the new end point to
locate the actual minimum, whereas the intermediate control points for both curves are subject to
a new search iteration for their respective MEPs. This break and search process continues until no
extra basin of minimum is guaranteed to exist.

Once the MEP search is finished for each one of the curve segments, a climbing procedure is
taken for each curve segment, where the intermediate control point that corresponds to the largest
potential energy for each curve segment climbs up-hill to locate the actual saddle point.

In summary, with the strategies of local minimum search, constrained degree elevation and re-
duction, and curve subdivision described as above, the developed concurrent searching algorithm
can simultaneously search the multiple local minima and saddle points. An example of search re-
sult for a 2-D Rastrigin function f(x1,x2) = 20 +x2 — 10cos(27x1) +x3 — 10cos(27x,) is used to
illustrate visually, as shown in Figure 1.5. In general, PES is a hyper-surface in a high-dimensional
configuration space.

With the information of a stable state and a saddle point, activation energy, which is the energy
difference between the two on the PES, can be used to estimate the transition rate. The transition
rate determines how often an event of state transition occurs in KMC simulation. Here, a general-
ized KMC mechanism is introduced to simulate both bottom-up and top-down nanomanufacturing
processes.

1.5 Controlled Kinetic Monte Carlo Simulation

In the bottom-up processes, the simulated events mainly include thermally or chemically induced
atomic rearrangements such as diffusion, absorption, desorption, surface reaction and abstraction.
These rearrangements occur spontaneously in the form of self-assembly. Those spontaneous events
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FIGURE 1.5: An example result of the new concurrent searching algorithm that can find
multiple local minima and MEPs simultaneously.

are called self-assembly events. In the top-down processes, the atomic rearrangement is triggered by
some external energy sources such as force or electromagnetic field. The rearrangement is further
induced by self-assembly events. These external events could be scanning probe tip interaction with
samples, bombardment of high-energy particles, molding materials with attractive and repulsive
forces, and others. These external events are scheduled to occur at certain locations, toward certain
directions, or at particular times to control the overall process. Therefore, they are called controlled
events. The major new concept in cKMC is the introduction of controlled events in the algorithm in
order to simulate top-down processes in parallel with bottom-up processes.

The main parameters for both self-assembly and controlled events are transition rates, which
indicate how often the events occur. Additional parameters are introduced for controlled events,
including when and where the events may occur. The time when a controlled event occurs could be
deterministic. For example, in the AFM nanolithography, the time when the cutting tip reaches one
particular position along the predetermined path is fixed. Furthermore, the spatial location where
a controlled event occurs could also be predetermined. For example, in kinetic energy induced
diffusion (e.g. ions or electrons in focused beam lithography under electromagnetic field), the pre-
ferred directions that particles move toward are fixed. Therefore in the cKMC simulation, there is
a time, a direction vector, or both, associated with a controlled event. As the simulation clock is
advanced based on self-assembly events, controlled events are checked constantly so that those with
the predetermined time earlier than the current time should be fired. If a predetermined direction is
associated with a controlled event and the reaction or transition direction is different, then the event
is aborted. More details will be described in the following sections.

Notice that the particles in cKMC are not necessarily atoms only. They could be electrons,
photons, monomers, or molecules, as long as the internal behavior are not of interest and internal
structure is assumed to be at an equilibrium state. It also should be noted that controlled events are
not only necessary to simulate top-down processes, but also useful for some bottom-up processes
such as controlled growth of carbon nanotube with directed orientations, which so far still largely
depends on MD simulation.
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1.5.1 An Hlustration of cKMC with Scanning Probe Lithography

Here the scanning probe lithography process is used to illustrate the basic idea of cKMC. The details
of cKMC can be found in [67]. For the model in Figure 1.6, besides the regular workpiece species,
there is a controlled species, even though chemically they could be identical. Controlled species are
species where the times of associated events are deterministic. That is, the events will be fired at
pre-scheduled times. In this case, it is based on the moving speed of the probe. The locations of
controlled species are also pre-determined based on the planned scanning or cutting path. There is
also a vaporized workpiece species which escapes the solid body of workpiece in regular diffusion.
In the controlled reaction of the controlled species, atoms of the controlled species are converted
to activated control species based on the scheduled times sequentially. Here, the probe is moving
along the path denoted by the sites of controlled species along the x-axis direction from left to
right. The atoms of controlled species on the left have earlier time of conversion than those on
the right. The activated control species has a higher kinetic energy than the vaporized workpiece
species. Therefore, they are associated with controlled diffusion events. The controlled diffusion
events have several restrictions, such as the controlled directions (illustrated by the dotted arrows in
Figure 1.6) by which activated atoms can diffuse to neighboring sites or by which they can interact
with neighboring atoms of workpiece species. In addition, vacancy exists between occupied spatial
lattices. Therefore, a vacancy species can be defined. Finally, there is an absorbent species at the
boundary of simulated domain, where the lifecycle of the atoms of vaporized workpiece species and
controlled species are terminated.

sk tstiis

absorbent species
controlled diffusion events
vacancy —> ‘//
vaporized workpiece species controlled species

activated
controlled
species

(s W ~ workpiece species

S

FIGURE 1.6: Illustration of events in scanning probe lithography.

In the simplified scanning probe lithography process in Figure 1.6, several example events are
listed in Table 1.1. Events are organized into several categories based on the number of neighboring
sites involved. Events are denoted by reaction-like equations. The left of equations are reactants
and the right are products. The first reactant is the owner of the event, meaning that the event is
associated with the site where the first reactant initially resides. After the reaction, the reactant
species are replaced by the product species at the corresponding sites. Among the events in Table
1.1, reaction R1 has only one site involved. It is a controlled event when the controlled species is
converted to the activated controlled species based on the scheduled time along the cutting path.
R2 to R6 have two neighboring sites involved. R2 is the controlled diffusion event associated
with activated controlled species. It models the effect of kinetic energy associated with particles
transferred from the moving probe. A particle of activated controlled species can diffuse to a vacant
neighboring site if the direction from the current site to the vacant site is aligned with the controlled
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TABLE 1.1: Example events in scanning probe lithography

Number
of Sites
Involved Reaction/Transition Event
1 R1: controlled_species —
activated_controlled_species (controlled)
2 R2: activated_controlled _species + vacancy —

vacancy + activated_controlled_species (controlled)
R3: vaporized_workpiece_species + vacancy —
vacancy + vaporized_workpiece_species
R4: workpiece_species + vacancy — vacancy + workpiece_species
R5: vaporized_workpiece_species + absorbent — vacancy + absorbent
R6: activated_controlled_species + absorbent — vacancy + absorbent
3 R7: workpiece_species + workpiece_species + vacancy —
vacancy + workpiece_species + workpiece_species
R8: vaporized_workpiece_species + workpiece_species + workpiece_species —
workpiece_species + workpiece_species + workpiece_species
4 R9: activated_controlled_species + workpiece_species + vacancy + vacancy —
vacancy + workpiece_species + vacancy + vaporized_workpiece_species
R10: activated_controlled_species + workpiece_species +
workpiece_species + workpiece_species —»
workpiece_species + workpiece_species +
workpiece_species + workpiece_species

direction. In contrast, R3 and R4 are regular diffusion events without directional constraints. RS
and R6 absorb particles at the boundary of simulation. Among the reactions with three reactants,
R7 is a coordinated diffusion event where three sites are involved. It has been revealed by first
principles simulation that coordinated diffusion with multiple sites involved could have lower energy
barriers than the traditional single-hop diffusion (e.g. in R4) as originally thought [57]. R8 is
an adsorption event. For reactions with four reactants, R9 is an example interaction between the
activated controlled species and the workpiece species where kinetic energy is transferred. R10
is another absorption event where kinetic energy of activated controlled species is absorbed and
atoms settle down. It should be noted that Table 1.1 only lists some examples. More events can be
introduced in a similar format, which allows for necessary refinement and extension.

The controlled events can be generally used in various complex top-down fabrication processes.
In MD simulation, special treatments of potential energy between atoms of workpiece and tool are
needed so that the rapid movement of atoms can be modeled. Here, controlled events are used to
model the special movement of atoms under directional constraints.

1.5.2 Detailed cKMC Algorithm

The key components of cKMC are the controlled species and controlled events. In the imple-
mentation of cKMC in SPPARKS [39], controlled species can be specified by an input script
“control_species reactant rate product x y z neighbor_lower neighbor_upper init_time” where con-
trol_species is the command, reactant is the name of controlled species, product is the resultant
species in the controlled reaction, rate is the numerical value of reaction rate, and x, y and z specify
the direction along which the reaction occur. That is, the reactants of controlled species react and
convert to products sequentially along the specified direction at the rate. The next two integer val-
ues, neighbor_lower and neighbor_upper specify the lower and upper bounds of neighboring sites
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where the controlled species may react. If the number of its neighbors is not within the bound, the
controlled reaction is not initiated. This provides more controls on where controlled reactions can
occur. Finally init_time specifies when the controlled reaction is started.

Similarly events can be specified by the input script “event reactant|; (reactant, etc.) rate
product; (producty, etc.)” where event is the command, rate is the numerical value of reaction
rate, and corresponding reactants and products at the particular site are defined. For instance, after
the event is fired, reactant, is replaced by product,, reactant, by product,, and so on.

Controlled events are specified in two types. The first type is by the direction along which the
reaction is going toward, and the second one is by the target location where the reaction is targeted
at. The input script is “control_event index dx dy dz xo yo zo theta neighbor_lower neighbor_upper”
where control_event is the command, index refers to the event index previously specified by the
command event, dx, dy and dz specify the direction which the first and second reactants should
aligned with, and theta is an angular allowance such that the direction formed by the first and
second reactants can be within the range of +/— theta and the reaction still occurs. In other words,
the controlled events provide directional selections of events. Controlled events are only fired if
the direction formed by the first two reactants is the specified direction or close enough within the
+/— theta range. Before a controlled event is inserted into the event list, the directional criterion
is checked. Those controlled events that do not satisfy the constraints are disregarded. When dx =
dy =dz =0, xo, yo and zo take effect and they specify the target location by which the direction
of reaction is from the current site to the target location. Two cases can be specified. When theta
is positive, the reaction direction “converges” toward the target location. When theta is negative,
the reaction direction “diverges” away from the target location. Similarly, if the direction formed
by the first two reactants is far from the specified, events are discarded. Again, neighbor_lower
and neighbor_upper specify the lower and upper bounds of neighboring sites where the controlled
event may occur. Therefore, rather than directly modeling kinetic energy, controlled events provide
a directional selection for cKMC.

Before a simulation starts, all species, sites, and events are specified by script commands. In-
ternally species, controlled species, events, controlled events, reaction sites and others are stored
in array-type data structures. For each site where a controlled species resides, there is an associ-
ated keyvalue, which usually is the time when the controlled reaction occurs at site j of controlled
species i. It is calculated as f;; = t,-(o) + (r; ;- 8i —dj)/a; where tfo) is the reaction start time for
controlled species i as previously specified by init_time, r;; is the 3D coordinate of site j of i
controlled species, s; is the direction of controlled reaction for controlled species i, d; is calculated
as d; = min,-(rij -s;), and a; is the reaction rate for controlled species i. In this way, the sites of
controlled species are sorted based on the keyvalues corresponding to the reaction direction so that
the controlled reactions can be fired deterministically and the time is controllable. Nevertheless,
keyvalues can be values other than times if necessary.

1.5.3 Formal Model of cKMC

In this section, a formal model of cKMC will be described. It will be shown that cKMC is a
generalization of the conventional KMC. Suppose that a system consisting of N state variables that
form the state vector X(¢) = (Xi(¢),...,Xy(¢)) € Z* at time t where ZT = NU {0} is the set of
nonnegative integers. There are a total of M events or reaction channels R;’s (j = 1,...,M), each
of which is characterized by a propensity function a;(X(t) = x) or a;(x,t) given the current state X
at time 7, where a; : Z* — R*, and its state change vector v; = (vji,...,v;n). a;(X(¢)) indicates
how likely event R; will fire in the next infinitesimal time interval and transit out of the current state,
defined as p(X(r+ 61)|X(1)) = a;(X(r) 8t + o(8t) where limg,_,n0(5t)/8t =0, and 0(0) = 0. From
the sum of propensity function ao(X(z) = 21}4:1 a;j(X(t))), the probability of firing R; at time ¢ is
Pr(R;,1) = a;(X(1)) fao (X(1)).
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cKMC can be modeled as a continuous-time Markov chain and described by the chemical master
equation
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where p(X(t) =x|X(#9) = Xo) is the probability of X(#) = x given the initial distribution X(#p) = xo.
For a particular set of states {x,} and times {#} for which controlled events R¢’s are defined,
ac(Xq,t;) = 0(t —t) where §(¢) is the Dirac delta function. That is, when a pre-scheduled deter-
ministic event occurs, the corresponding rate for R¢ is ac(Xy,) = . Eq.(1.8) generally describes
the evolution of the probability distribution of the system modeled by cKMC. When {x;} = 0@ and
{tx} = 0, cKMC just becomes the classical KMC.

1.6 Simulation-based Process Planning

Once the simulation models are constructed and validated, they can be used to predict the actual
physical and chemical phenomena occurring during the nanomanufacturing processes. Simulation
can provide us the analytical relations between process parameters (e.g. pressure, temperature, de-
posit path, dose, directions, distance to substrate, etc.) and performance (e.g. throughput rate, defect
rate, etc.) through design of experiment. Process parameters can then be adjusted and optimized
according to the simulation prediction during the process planning.

Here we use an example of nano-imprint lithography to illustrate. Nanoimprint lithography is
a promising approach to achieve high-precision high-throughput nanoscale patterning. As shown
in Figure 1.7(a), a scanning electron microscopy (SEM) image of a PMMA layer imprinted by a
Chromium (Cr) stamp with an array of columns [72]. The corresponding cKMC model is con-
structed with species illustrated in Figure 1.7(b). The simulated profile of PMMA is shown in
Figure 1.7(c). During process planning, different configurations and parameters can be tested by
simulation. For instance, a profile with increased temperature is shown in Figure 1.7(d) where the
profile is smoother and less edgy compared the original one. A second modification is the stamp
geometry change with a smaller size, as shown in Figure 1.7(e), where smaller holes are produced.

The inputs of cKMC model include the species, events, and event rates. The event rates associated
with controlled species can be deterministically estimated by controllable parameters in the process,
such as moving speed of probe and intensity of electromagnetic field. Those values can be adjusted
easily in either top-down or bottom-up manufacturing environments. The event rates associated with
reaction or self-assembly events, however, need much effort to select and calibrate. As experiments
are not always possible, the first principles approach shows its advantage. Atomistic DFT models
with dozens of atoms can reveal both the stable and transition states. They provide the insight
of how atoms move physically. This information is used to calibrate cKMC models which may
have hundreds of thousands atoms. In addition, DFT simulation may also reveal the new chemical
species during the nanomanufacturing processes. Aggregated molecules may move collectively as a
clustered particle. In this case, the cKMC models can be built based on the clustered particle instead
of at the atomic level. This can also save the computational time of cKMC simulation.
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FIGURE 1.7: An illustration of simulation based process planning for nano-imprint lithography.
(a) SEM image of PMMA imprinted by a Cr stamp (Zankovych et al.) (b) Species in cKMC model
of NIL. (c¢) cKMC simulation of the PMMA profile. (d) An increased temperature yields a
smoother and less edgy profile. (e) A smaller stamp size results in smaller holes.

1.7 Concluding Remarks

In this chapter, a first principles multiscale simulation framework that enables simulation based
nanomanufacturing process planning is presented. This general framework can provide manufactur-
ing industry and simulation practitioners a new approach to analyze nanomanufacturing processes
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in a virtual environment. This virtual prototyping approach should be an important element to assist
rational design of nanomanufacturing processes to improve product quality, increase throughput,
and reduce costs. Computational tools helped the success of manufacturing and engineering at the
classical bulk scale. They will also significantly help nanotechnology industry to advance to the
next stage and bring great benefits to the society.

Although the importance of KMC in rare-event simulation has been recognized, there are still
three major challenges related to accuracy, robustness, and efficiency. The first challenge of accu-
racy for KMC is that ideally all events have to be known a priori and listed in the event catalog
so that the dynamics of physical processes can be simulated accurately. That is, we should know
all possible events and the associated probabilities of occurrence under all configurations when
building KMC models. Fortunately first principles simulation is available for us to explore all pos-
sible events. Some self-learning or adaptive multiscale KMC methods have also been proposed
to accumulate the knowledge of events and build the event catalog on-the-fly while running KMC
[27, 60, 43].

The second challenge of robustness for KMC is that during simulation the occurring probabilities
of events are assumed to be accurate and fixed. In the real world, however, uncertainty is always
involved in estimating the transition rates thus the probabilities of events. When the rates are es-
timated by physical experiments, measurement errors are unavoidable. When rates are estimated
from first principles calculation, numerical setup and approximations for computability bring unin-
tentional uncertainties, again, such as the exchange-correlation treatment in DFT. Model uncertainty
is also inevitable when mathematical models are used to describe physical phenomena. In addition,
these rates are dynamically changing over time. For instance, in diffusions, when the material struc-
ture is under dynamic mechanical load, the stress will change the diffusion rate. Bulk diffusion or
inter-layer mass transport is very sensitive to temperature compared to surface diffusion or intra-
layer mass transport. Stress and temperature variation will affect the accuracy of KMC prediction.
In biochemical processes, the crowding effect [8, 52], where macromolecules block reaction paths,
changes kinetic constants of reactions.

The third challenge of efficiency for KMC is that the time scales of the events vary significantly.
Thus it is possible that the frequencies or probabilities of those events are in very different scales.
For instance, in simulating CVD of diamond growth, surface diffusion could be several orders faster
than adsorption and desorption. Computational time is not optimized to focus more on slower but
critical events. Several approaches have been proposed to accelerate the KMC simulation. The
tau-leaping method [23] accelerates the simulation by firing multiple events at the same time, and
the clock is advanced with a fixed length. Improved methods such as leaping based on binomial
[58, 12] have been proposed. The coarse-grained KMC [34] enables simulation of larger length and
time scales by grouping lattice sites into coarse cells which act as the basic spatial unit in simulation.

At last, it should be noted that the proposed simulation based process planning framework and the
core components are generic. Both top-down and bottom-up physical and chemical processes that
occur during nanomanufacturing can be predicted. Yet, in order to apply the framework to a specific
process, a domain expert whose working experiences and knowledge about the particular process is
critical to build accurate models. Simulation practitioners should work closely with experimentalists
on such process planning and optimization.
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