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Searching Feasible Design
Space by Solving Quantified
Constraint Satisfaction Problems
In complex systems design, multidisciplinary constraints are imposed by stakeholders.
Engineers need to search feasible design space for a given problem before searching for
the optimum design solution. Searching feasible design space can be modeled as a con-
straint satisfaction problem (CSP). By introducing logical quantifiers, CSP is extended to
quantified constraint satisfaction problem (QCSP) so that more semantics and design
intent can be captured. This paper presents a new approach to formulate searching
design problems as QCSPs in a continuous design space based on generalized interval,
and to numerically solve them for feasible solution sets, where the lower and upper
bounds of design variables are specified. The approach includes two major components.
One is a semantic analysis which evaluates the logic relationship of variables in general-
ized interval constraints based on Kaucher arithmetic, and the other is a branch-and-
prune algorithm that takes advantage of the logic interpretation. The new approach is
generic and can be applied to the case when variables occur multiple times, which is not
available in other QCSP solving methods. A hybrid stratified Monte Carlo method that
combines interval arithmetic with Monte Carlo sampling is also developed to verify the
correctness of the QCSP solution sets obtained by the branch-and-prune algorithm.
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1 Introduction

In the process of engineering design, designers face various
requirements and specifications for products, such as functional-
ities, material properties, subsystems behaviors, manufacturing
capabilities, financial budgets, and others. Constraint-based
approaches thus can be employed to formulate a design problem
as a CSP. A CSP is a system of constraints where the variables are
within certain domains. The solution of a CSP is a set of feasible
values for the design variables that satisfy all of the design con-
straints. With its concise and formal representation, the CSP for-
mulation has been applied in floor plan design [1,2], geometric
modeling [3], conceptual design [4,5], embodiment design [6],
collaborative design [7–9], design space searching [10–12], and
other design problems. The CSP formulation can help engineers
to explore the design space and find feasible solutions that satisfy
the given constraints. This is different from the optimization prob-
lem, which is to find the optimum among the feasible solutions.
CSPs thus provide an overview of possible choices for design
engineers before they perform optimization.

However, the traditional CSP formulation can only express lim-
ited semantics. All of the variables in CSPs are existentially quan-
tified (9) in the sense of first-order logic and predicate. Using a
simple example to illustrate, we have constraints y ¼ z and x 6¼ z
with variables in discrete domains x 2 f1; 2; 3g, y 2 f1; 2g, and
z 2 f1; 2g. The possible solutions for ðx; y; zÞ are (1,2,2), (2,1,1),
(3,2,2), and (3,1,1) based on the existentially quantified variables
with the semantics of 9x 2 f1; 2; 3g, 9y 2 f1; 2g, and 9z 2 f1; 2g,
as in the traditional CSPs. Suppose that the variable x is controlla-

ble or adjustable, whereas y and z are not. We want to ensure that
given any y and z within the respective domains, the satisfaction
of constraints is guaranteed. Then the universal quantifier (8) can
be applied to y and z with the semantics of 9x 2 f1; 2; 3g,
8y 2 f1; 2g, and 8z 2 f1; 2g. In this case, the solutions will be
(3,1,1) and (3,2,2). Therefore, it is necessary to have a more gen-
eral formulation in which both universally and existentially quan-
tified variables can be included to express more semantics. QCSP
is an extension of CSP and allows both universal and existential
quantifiers to be associated with variables [13]. QCSP is a general
problem with its solutions that satisfy all constraints in the form
of both mathematical and logic expressions.

In engineering design, QCSP can be used to integrate design
intent of engineers into calculations by assigning quantifiers to
variables. Two types of variables are differentiated. One is design
parameter, and the other is target performance. The design param-
eters which are not controllable by engineers are associated with
quantifier 8. They usually correspond to the disturbances of a sys-
tem or a model. The parameters which can be controlled and
modified within prescribed domains are associated with quantifier
9. If every value in the target performance domain should be real-
ized, it should be associated with 8. On the other hand, if the val-
ues only need to be included in the domain, it is associated with 9.
All values in the domains of universally quantified variables have
to satisfy the constraints, whereas at least one value in each of the
domains of existentially quantified variables has to satisfy the
constraints.

By incorporating quantifiers, QCSP formulation can capture
semantics related to material properties and process sequences.
However, when all variables in a constraint are universally quanti-
fied, or constraints are overly restrictive on variable domains, we
may not be able to find feasible solutions. From the perspective of
semantics, CSP can be regarded as a special case of QCSP, in
which all variables are existentially quantified. In this paper, we
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only consider QCSPs that have both universal and existential
quantifiers involved. Different quantifier assignments to variables
in QCSPs will result in different solution spaces.

With the advantage of quantified variables, QCSPs have
recently been applied in solving mechanical design problems
[14–18]. Additionally they have been applied in the areas of con-
trol [19–23], scheduling [24,25], and planning [26,27]. Both dis-
crete and continuous values can be used in QCSP formulation. For
the continuous case, interval is typically used as a set of values.
As an extension of the classical set-based interval, generalized
interval [28,29] has been proposed to incorporate logic quantifiers
with the concept of modality. It has more semantics than the clas-
sical interval. A generalized interval is defined as a pair of num-
bers, instead of a set of numbers. The pair is no longer restricted
to be ordered. For example, both [1,2] (which is called proper)
and [2,1] (which is called improper) are valid generalized inter-
vals. Suppose a is a design parameter as given, x is an unknown
design variable, and b is the target performance. Their respective
interval values are a¼ [1,4], x¼ [2,3], aþ x¼b¼ [3,7]. The rela-
tionship can be interpreted as 8a�v1,4b, 8x�v2,3b, 9b�v3,7b,
such that aþ x¼ b. This scenario corresponds to the case where a
and x are uncontrollable and are associated with 8, whereas the
resulted range of b is guaranteed to enclose all possible values of
aþ x. In another scenario, a¼ [1,4], x¼ [3,2], aþ x¼ b¼ [4,6].
The interpretation is 8a � v1,4b, 9x�v2,3b, 9b�v4,6b, such that
aþ x¼ b. It implies that x has become a controllable design vari-
able. The modality of generalized interval provides the conven-
ience for numerical calculations and logic interpretations in QCSP
formulation.

Generalized interval with logic interpretations provides the
semantic capability of capturing design intent. For instance, in
product family design [30,31], the products share a platform but
have specific features and functionalities required by different
customer groups. There are two sets of design parameters, which
are associated with different design intent. One is called common
parameter, which embraces the commonality and modularization
among different variants. The other is called scaled parameter to
“scale” or “stretch” the platform to satisfy a range of performance
requirements. Here, we use an example of electric motors [31,32]
to illustrate how generalized interval with logic quantifier is
applied in product family design. The motors need to satisfy a
range of torque requirements (T). The design variables, including
armature wire area (Awa), field wire area (Awf), the number of
turns of field wire (Ns), and the stack length of the motor (L), are
selected as common parameters, whereas the radius of the motor
(r), thickness (t), number of turns of the armature wire (Nc), and
current (I) are scaled parameters. The common parameters are
fixed in the platform but with an allowance of 10% variation.
Based on the values of common parameters, appropriate values of
the scaled parameters should be selected to satisfy the target
requirement of torque. At the early design stage, the requirement
is vague and can have a wide range of values. Thus, the desirable
interpretation for the QCSP solution is (8Awa, 8Awf, 8Ns, 9T, 9r,
9t, 9Nc, 9I, 9L) (all constraints in Ref. [31] should be satisfied)
(case I). When more information about the target requirements for
T becomes available, all values in the updated domain of T have
to be fulfilled. The desirable interpretation becomes (8Awa, 8Awf,
8Ns, 8L, 8T, 9r, 9t, 9Nc, 9I) (all the constraints should be satis-
fied) (case II). In a yet different case, we may find that not all the
requirements of T can be fulfilled for all possible value combina-
tions of scaled parameters. The solution should then be described
by (8Awa, 8Awf, 8Ns, 8r, 8t, 8Nc, 8I, 8L, 9T) (all the constraints
should be satisfied) (case III). Under different circumstances, the
semantic differentiation for feasible solution sets by logic quanti-
fiers provides engineers more information about the nature of the
problem. Such design intent is captured by the QCSP formulation
based on generalized interval.

In this paper, we present a new approach to formulate and solve
feasible design problems as QCSPs. As a result, the modeling and
solving processes are much simplified compared to CSP

formulations. Generalized interval is used to represent the quanti-
fied variables in the QCSP formulation. Semantic analysis is
applied to provide logic interpretation for the QCSP. Based on the
logic interpretation, a set of consistency tests are developed to
identify the solutions. A branch-and-prune algorithm is developed
to provide the inner estimation of the solution to the defined
QCSP. A hybrid stratified Monte Carlo approach is proposed to
verify the solutions obtained from the branch-and-prune algo-
rithm, which is much more efficient than the traditional Monte
Carlo method. Our formulation is general without the restriction
on the number of occurrences for variables and can be used in dif-
ferent forms of constraints, linear or nonlinear, analytical or
reduced-order. The only requirement is that the constraints can be
expressed analytically and logic interpretation is available.

In the remainder of the paper, the background of solving CSPs
and QCSPs as well as generalized interval is introduced in Sec. 2.
The developed semantics-based branch-and-prune algorithm to
obtain the inner estimation of solutions for QCSPs is presented in
Sec. 3. In Sec. 4, the proposed interval-based hybrid stratified
Monte Carlo method is described and used to verify the feasible
solutions provided by the new approach in Sec. 3. In Sec. 5, a nu-
merical example of vehicle chassis design is presented to demon-
strate the proposed formulation and numerical algorithms.

2 Background

In this section, the methods of solving CSPs and QCSPs are
reviewed. Generalized interval and its algebraic and logic proper-
ties are introduced.

2.1 Solving CSPs. The commonly used methods to solve
CSPs with variables in discrete domains include arc-consistency
techniques [34] that eliminate inconsistent values of variables in
binary relationships, and search systematically through the possi-
ble assignments of values. The backtracking [35], forward check-
ing [36], and maintaining arc consistency [37] are three classical
search algorithms with different treatments of value assignment.
For CSPs with variables in continuous domains, constraint propa-
gation [38] iteratively reduces either constraints or domains to
simpler ones. The hull-consistency method [39,40] approximates
the solution set by decomposing constraints into primitive ones
that contain only one operation and computing the interval result
with fixed-point iterations. The box-consistency method [39,40]
evaluates the lower and upper bounds of variables by searching
the zeros of interval constraints via the interval Newton method.
The (3,2)-relational consistency method [12] approximates the
regions of feasible solutions in the form of 2k-tree with two varia-
bles. The solution of constraints is found by intersection operation
or composition of individual constraint solutions. A polytope-
based representation was also proposed to describe and visualize
the solution space [10].

2.2 Solving QCSPs. Solving a QCSP is to find all possible
values of variables that satisfy the quantified constraints. The
early methods to solve QCSPs with discrete variables were
extended from those for CSPs, which mainly focus on binary con-
straints [41–44]. Later, some methods were developed specifically
for QCSPs. The quantifier elimination approach transforms quan-
tified constraints to the equivalent quantifier-free conjunction/dis-
junction constraints [45–47]. More recently, QCSPs are
formulated with interval-valued variables to represent continuous
domains and the solving algorithms are based on interval arithme-
tic. An algebraic approach to compute the inner estimation of so-
lution sets for linear interval constraints was developed [48–50].
An inner estimation of a solution set is a set of values all of which
are guaranteed to be the solutions. The basic idea is searching the
algebraic solution such that constraints are satisfied. The value y
is called an algebraic solution to the constraint f(x)¼ d if f(y)¼ d.
A series of numerical estimation algorithms for different cases of
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QCSPs were developed, including constraints where all universal
quantifiers precede existential ones [51,52], constraints with
shared existential variables [53], linear and nonlinear constraints
[54,55], and constraints where existential quantifiers precede all
universal ones [56]. Quantified set inversion method [21,22] pro-
vides three computing rules to solve an interval QCSP by combin-
ing the set inversion technique and modal interval [28].

Despite the effectiveness of existing algorithms to solve
QCSPs, there are still some unresolved issues. For instance, the
typical assumption is that existential quantified variables occur
only once in all constraints. Some approaches such as quantifier
elimination and hull consistency methods rely on the constraint
decomposition procedure, which significantly increases the num-
ber of constraints. Moreover, the solving process by using consis-
tency techniques may become complex. For example, arc-
consistency [41,43] is effective for binary constraints, whereas its
generalization to nonbinary constraints is far more challenging.
Hull-consistency has no guarantee of optimality when variables
have multiple occurrences [40]. Box-consistency will be ineffi-
cient in the case that the search space is large, although it can han-
dle the constraints with multiple variable occurrences.

2.3 Generalized Interval. Generalized interval [28,29] with
the Kaucher arithmetic [33] is an algebraic and semantic exten-
sion of the classical interval [57]. The classical interval is defined
as a set of real numbers with lower and upper bounds, i.e.,
x; �x½ �½ � :¼ fx 2 Rjx � x � �xg. In contrast, a generalized interval

x :¼ ½x; �x� 2 KR, defined by a pair of numbers, is no longer re-
stricted to the ordered bounds as x � �x. KR denotes the set of
generalized intervals. An operator D maps a generalized interval x
to a classical interval, defined as

½x; �x�D :¼ x; �x½ �½ �; if x � �x
�x; x½ �½ �; if x � �x

�
(2.1)

For example, [�2,1]D¼ v �2,1b, and [2, �1]D¼ v �1,2b.
x is proper when x � �x and denoted as x 2 IR. x is improper

when x � �x and denoted as x 2 IR. Pointwise interval x can be ei-
ther proper or improper when x ¼ �x. Operators pro and imp return
proper and improper intervals respectively and are defined as

pro½x; �x� :¼ ½minðx; �xÞ; maxðx; �xÞ� (2.2)

imp½x; �x� :¼ ½maxðx; �xÞ; minðx; �xÞ� (2.3)

The relationship between proper and improper intervals is estab-
lished by an operator dual, defined as dual½x; �x� :¼ ½�x; x�. The
inclusion relationship � between two generalized intervals
x ¼ ½x; �x� and y ¼ ½y; �y� is defined as

½x; �x� � ½y; �y� , y � x ^ �x � �y (2.4)

The inclusion isotonicity is a fundamental property of the Kaucher
arithmetic, which is expressed as

y1 � x1; y2 � x2 ) y1 � x1 � y2 � x2 (2.5)

where � 2 fþ;�;�;	g, and x1, x2, y1, y2 are generalized
intervals.

The intersection between x and y is generally defined as

½x; �x� \ ½y; �y� :¼ ½maxðx; yÞ;minð�x; �yÞ� (2.6)

which also holds for the intersection of classical intervals, specifi-
cally defined as

x; �x½ �½ � \ ½½y; �y�� :¼
n

rjr 2 x; �x½ �½ � ^ r 2 ½½y; �y��
o

(2.7)

For example, v�2,1b\v2,4b¼/. However, [�2,1]\[2,4]¼ [2,1].
The width of a generalized interval x ¼ ½x; �x� is defined by
widx :¼ �x� xj j. The center is found by midx :¼ ð�xþ xÞ=2.

In contrast to the semigroup of classical interval, generalized
interval forms a group with invertibility, which is maintained by
the dual operation. For example, [2,3]�dual[2,3]¼ 0, compared
to [2,3]� [2,3]¼ [�1,1] 6¼ 0 as in the classical interval arithmetic.
For the equation [2,3]þ x2¼ [6.9], the algebraic solution is
obtained as x2¼ [6,9]�dual[2,3]¼ [4,6]. In contrast, the direct
subtraction gives x2’¼ [6,9]�[2,3]¼ [3,7] as in the classical inter-
val arithmetic. Here, x2’ is an overestimated value of x2 instead of
an algebraic solution. The original value of summation is not
obtained if x2’ is plugged back into the original equation
z¼ x1þ x2, as [2,3]þ [3,7]¼ [5,10] 6¼ [6,9].

Generalized interval has more semantic power than classical
interval, because each x 2 KR has an associated logical quanti-
fier Qx�{8,9}, either universal (8) or existential (9). If z¼ f(x)
where z�R and x¼ (x1,…,xn)�Rn is extended to its interval
extension z¼F(x), z is a collection of the values of f over the
interval x. If F has a semantic relationship among the interval var-
iables as

ðQx1
x1 2 xD

1 Þ 
 
 
 ðQxn
xn 2 xD

n ÞðQzz 2 zDÞðz ¼ f ðxÞÞ (2.8)

Then, we say z¼F(x) is interpretable. In this paper, only the solu-
tion sets in which all universal quantifiers precedes the existential
ones in the logic interpretation are considered. For example,
z¼ x1þ x2, where x1¼ [2,3], x2¼ [4,6], and z¼ [6.9], is inter-

preted as ð8x1 2 ½2; 3�DÞð8x2 2 ½4; 6�DÞð9z 2 ½6; 9�DÞðz ¼ x1 þx2Þ.
Three types of solutions for the same mathematical problem

can be differentiated by introducing quantifiers [49,50]. They are
united solution, tolerable solution, and controllable solution.
Specifically, for constraint f ða; xÞ ¼ b, where a and b are known
variables and x is unknown, its united solution set is defined as

R99 :¼ fxjð9a 2 a; �a½ �½ �Þð9b 2 b; �b½ �½ �Þf ða; xÞ ¼ bÞg, the tolerable

solution set is R89 :¼ fxjð8a 2 a; �a½ �½ �Þð9b 2 b; �b½ �½ �Þf ða; xÞ ¼ bÞg,
and the controllable solution set is R98 :¼ fxjð8b 2 b; �b½ �½ �Þð9a
2 a; �a½ �½ �Þf ða; xÞ ¼ bÞg, where a; �a½ �½ � and b; �b½ �½ � are the possible
ranges of the continuous values. The three different solution sets
can arise at different design stages. The united one provides a
broad set of feasible solutions in the very beginning of design pro-
cess when many options are available such as in set based design
[58] and Case I of the product family design example in Sec. 1.
Controllable and tolerable solution sets can be applied when more
information or requirement is available as the design process pro-
ceeds to the detailed design stage, which correspond to cases II
and III of the product family design example in Sec. 1, respec-
tively. The collection or union of feasible solutions that satisfy all
constraints forms the feasible design space.

3 The Proposed Semantic Approach for Searching

Feasible Solution Sets

The proposed approach for solving QCSPs includes two com-
ponents. One is the semantic analysis, and the other is a branch-
and-prune algorithm. The semantic analysis makes use of the
logic semantics embedded in generalized intervals to interpret the
defined QCSP for searching the inner estimations of its feasible
solution sets. The branch-and-prune algorithm based on Kaucher
arithmetic is to find the inner estimation of the feasible subspace
by searching through the given design space in the form of contin-
uous domains or intervals.

The general process of formulating and solving a QCSP for fea-
sible design solutions starts from a numerical CSP, which is speci-
fied by mathematical constraints, variables, and their respective
domains. According to the assumed design scenarios or desirable
interpretation, quantifiers are assigned to the variables. Based on
the interpretation rules described in Sec. 3.1, constraints are inter-
preted manually. Therefore, the numerical CSP is reformulated as
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a QCSP with logical quantified variables. Then, the problem is
solved by the proposed branch-and-prune algorithm, in which
Theorems 1–3 in Sec. 3.2 are used as solution identification tests,
and Theorem 4 is applied in the pruning test. Iteratively the inner
estimations of possible solutions are found. The union of them is
the final result for feasible design space. The details of these steps
will be described in the following subsections.

3.1 Semantic Analysis. The constraint system of a QCSP is
written as

Fða; xÞ ¼ b (3.1)

where F: KRl�KRn!KRm. The elements of a�KRl are gen-
eralized intervals. With the notation q for proper and i for
improper, a proper interval vector aq�IRl with its ith element
(aq)i and an improper interval vector ai 2 IR

l
with its ith element

(ai)i are defined as

ðaqÞi :¼ ai; if ai � �ai

0; otherwise

�
; ðaiÞi :¼ ai; if ai � �ai

0; otherwise

�
(3.2)

such that a¼ aqþ ai. Similarly, we denote b¼ bqþbi and
x¼ xqþ xi. The solution set of Eq. (3.1) denoted by R is inter-
preted either as

ð8xq 2 xD
q Þð8aq 2 aD

q Þð8bi 2 bD
i Þð9xi 2 xD

i Þ
ð9ai 2 aD

i Þð9bq 2 bD
q Þf ðaq þ ai; xq þ xiÞ ¼ bq þ bi

(3.3)

or as

ð8xi 2 xD
i Þð8ai 2 aD

i Þð8bq 2 bD
q Þð9xq 2 xD

q Þ
ð9aq 2 aD

q Þð9bi 2 bD
i Þf ðaq þ ai; xq þ xiÞ ¼ bq þ bi

(3.4)

A simple example of liner equations is used to illustrate the
interpretations in Eqs. (3.3) and (3.4). Suppose a1x1¼b1 and

a2x1þ a1x2¼ b2, in which x1, a1, b1, b2�IR, x2, a2 2 IR. Thus,
we have a¼ (a1,a2)¼ aqþ ai in which aq¼ (a1,0) and ai¼ (0,a2).

Its solution set can be interpreted as ð8x1 2 xD
1 Þð8a1 2 aD

1 Þ
ð9x2 2 xD

2 Þð9a2 2 aD
2 Þð9b1 2 bD

1 Þð9b2 2 bD
2 Þa1x1 ¼ b1 and a2x1þ

a1x2 ¼ b2.
The interpretations of F(a,x)¼b are determined by the modal-

ity (proper or improper) of a generalized interval and on which
side (left or right) it appears in the mathematical relation. Our
convention of interpretation following the interpretation theorems
of modal interval [28] is summarized as the following six rules.

R1: For variables that are located on the left side of the relation,
8 is associated with proper intervals, and 9 is associated with
improper ones.

R2: For variables that are located on the right side of the
relation, 9 is associated with the proper intervals, and 8 with the
improper ones.

R3: A pointwise interval (e.g., [2,2] that is equivalent to a real
number) is both proper and improper and can be associated with
either quantifier as suited.

For variables which have multiple occurrences in a QCSP, the
following rules apply.

R4: For a variable that appears multiple times all with the same
quantifier 8, the final one should preserve the quantifier 8;

R5: For a variable that appears multiple times, all occurrences
are associated with 8 except for only one with 9, the final interpre-
tation of the variable should preserve the quantifier 9;

R6: Variables that appear more than once with same quantifier
9, the final interpretation cannot be decided. Therefore, multiple

occurrences of the same existential variable should be avoided by
applying the dual operation to all occurrences except for one.

Note that combining two statements with an existentially quan-
tified variable appearing twice does not always lead to one inter-
pretable statement. Based on the above interpretation rules,
constraints will be modified, if necessary, during the semantic
analysis step such that the numerical results are interpretable. The
following two simple examples illustrate how the above rules are
applied to ensure interpretability.

Example 1. Given x1, x2�IR, y¼ x1(x1þ x2). y should be
proper according to the Kaucher arithmetic. Because x1 appears
twice and is associated with 8, based on Rules R1, R2, and R4,

the interpretation of the equation is ð8x1 2 xD
1 Þð8x2 2 xD

2 Þ
ð9y 2 yDÞy ¼ x1ðx1 þ x2Þ.

Example 2. Given x1 2 IR, x2�IR, y¼ x1(x1þ x2) in which
x1 appears twice with 9. Based on the Rule R6, dual is applied to
the second one as y¼ x1(dualx1þ x2) so that only one x1 is associ-
ated with 9. The multiplication of an improper interval and a
proper interval can be either proper or improper, depending their
specific values. For example, y¼ x1(dualx1þ x2)¼ [2,4] is proper
if x1¼ [2,1] and x2¼ [1,2]. y¼ [4,3] is improper if x1¼ [2,1] and
x2¼ [1,1]. Therefore, based on the Rules R1, R2, and R5, it can

be interpreted either as ð8x2 2 xD
2 Þð9y 2 yDÞð9x1 2 xD

1 Þy ¼ x1

ðx1 þ x2Þ when y is proper, or as ð8x2 2 xD
2 Þð8y 2 yDÞ

ð9x1 2 xD
1 Þy ¼ x1ðx1 þ x2Þ when y is improper.

As a result of the semantic analysis, design constraints are
modified as necessary so that they become interpretable. At the
same time, different modalities can be assigned to variables to
capture the intended semantics based on the desirable interpreta-
tion. Note that interpreting the multiple-occurrence variables asso-
ciated with existential quantifiers requires more attentions than
the ones associated with universal quantifiers.

3.2 The Branch-and-Prune Algorithm. The branch-and-
prune algorithm consists of three steps: consistency test, pruning
operation, and branching operation. Given a domain of variable
x*, which can be considered as a box that is the Cartesian product
of intervals, and a set of constraints C(x) as the mathematical rela-
tions among variables x�Rn, the consistency test is to check
which one of the following three cases x* belongs to.

Case 1: x* is a solution box and contained in the solution set S:

ð8x� 2 x�DÞðCðxÞ is satisfiedÞ , x� � S

Case 2: x* is an infeasible box that contains no solution and
excluded from the solution set S:

ð8x� 2 x�DÞðCðxÞ is satisfiedÞ , ðx� \ SÞ ¼ /

Case 3: x* contains at least a solution:

ð8x� 2 x�DÞðCðxÞ is satisfiedÞ , ðx� \ SÞ 6¼ /

In case 1, x* is declared as a subset of the solution set. In case
2, x* is discarded by the pruning operation. In case 3, x* is
branched into smaller boxes, and each of those boxes is saved to
be processed in the later iterations. Numerically, the exact solu-
tion set can only be approximated by a union of solution boxes
that belong to case 1. The union is an inner estimation of the solu-
tion set. If we can find as many of these solution boxes as possi-
ble, the union of them will be close to the exact solution set. The
inner estimation provides a sound estimation of the solution set.
An estimation is called sound if all solutions that it contains are
guaranteed to be feasible. In contrast, an estimation is called com-
plete if all feasible solutions of the constraint satisfaction problem
are guaranteed to be included in the estimation, which is also
called an outer estimation. An outer estimation does not underesti-
mate the true solution set, whereas an inner estimation does not
overestimate.
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The inclusion isotonicity [59] is fundamental for the consis-
tency test, which states that if F ¼ Fðx1; :::; xnÞ is an interval
extension of function f and proyi � proxi for i¼ 1,…,n, then
Fðproy1; :::; proynÞ � Fðprox1; :::; proxnÞ.

The consistency test is based on the following four theorems.
Consider QCSPs with constraints in the form of Eq. (3.1) and an
interval box x*�KRn.

THEOREM 1. Given x*, if b*¼F(a, x*) and it can be interpreted
as

ð8x� 2 x�DÞð8a 2 aDÞð9b� 2 b�DÞf ða; x�Þ ¼ b�

and prob� � prob, then x*D is contained in the tolerable solution
set
P
89 of Eq. (3.1).

Proof. prob� � prob) ð8b� 2 b�DÞ;b� 2 bD. If b
*¼F(a, x*)

and it can be interpreted as ð8x� 2 x�DÞð8a 2 aDÞð9b� 2 b�DÞ
f ða; x�Þ ¼ b�, then ð8x� 2 x�DÞð8a 2 aDÞð9b 2 bDÞf ða; x�Þ ¼ b
holds. Therefore, x�D �

P
89. w

Example 3. From a liner system ax¼ b [50]

½2; 4� ½�2; 1�
½�1; 2� ½2; 4�

� �
x ¼ ½�2; 2�

½�2:2�

� �
(3.5)

with given x
*¼ ([�0.2, 0.2],[�0.2, 0.2]), we receive

b*¼ ax*¼ ([�1.2,1.2], [�1.2,1.2]) for which prob� � prob holds.
As in the proof of Theorem 1, x* belongs to the tolerable solution
set of Eq. (3.5).

THEOREM 2. Given x*, if b*¼F(a, x*) and it can be interpreted
as

ð8x� 2 x�DÞð9a 2 aDÞð9b� 2 b�DÞf ða; x�Þ ¼ b�

and prob� � pro b, then x*D is contained in the united solution setP
99.
Proof. prob� � prob) ð8b� 2 b�DÞ;b� 2 bD, if b

*¼F(a,x*)
and it can be interpreted as ð8x� 2 x�DÞð9a 2 aDÞ
ð9b� 2 b�DÞf ða; x�Þ ¼ b�, then ð8x� 2 x�DÞð9a 2 aDÞð9b 2 bDÞ
f ða; x�Þ ¼ b holds. Therefore, x�D �

P
99. w

In order to obtain a united solution in Example 3, a should be
associated with 9, which implies that a must be improper accord-
ing to Rule R1. Thus, imp a (defined in Eq. (2.3)) is applied. With
the same given x*, b

*¼ (imp a)x*¼ ([�0.4, 0.4], [�0.4, 0.4]) for
which prob� � prob holds. From Theorem 2, x* is a united solu-
tion set of Eq. (3.5).

THEOREM 3. Given x*, if b*¼F(a, x*) and it can be interpreted
as

ð8x� 2 x�DÞð8b� 2 b�DÞð9a 2 aDÞf ða; x�Þ ¼ b�

and prob� � prob, then x*D is contained in the controllable
solution set

P
98.

Proof. Since prob� � prob) ð8b 2 bDÞ;b 2 b�D, if b*¼F(a,
x*) and it can be interpreted as ð8x� 2 x�DÞð8b 2 b�DÞ
ð9a 2 aDÞf ða; x�Þ ¼ b�, then ð8x� 2 x�DÞð8b 2 bDÞð9a 2 aDÞ
f ða; x�Þ ¼ b holds. Therefore, x�D �

P
98. w

Given x* as in Example 3, b
*¼ (imp a)x*¼ ([�0.4, 0.4], [�0.4,

0.4]) for which prob� � prob does not hold. Therefore, x* is not a
controllable solution of Eq. (3.5), according to Theorem 3.

THEOREM 4. Given the constraint in Eq. (3.1) and a function G:
KRl�KRm ! KRn such that there is a x¼G(a, b) which can
be interpreted as

ð8a 2 aDÞð8b 2 bDÞð9x 2 yDÞf ða; xÞ ¼ b (3.6)

for any interval box x* with x�D \ xD ¼ /, x�D does not contain
any solution that is in either one of the tolerable, controllable, or
united solution set.

Proof. For any x that can be interpreted as Eq. (3.6), x
D is a

complete solution to the constraints of F. So for a solution y that

can be interpreted as either ð8x 2 yDÞð8a 2 aDÞð9b 2 bDÞ
f ða; xÞ ¼ b, ð8x 2 yDÞð8b 2 bDÞð9a 2 aDÞf ða; xÞ ¼ b, or ð8x 2
yDÞð9a 2 aDÞð9b 2 bDÞf ða; xÞ ¼ b, proy � prox should be true.

Therefore, if x�D \ xD ¼ /, then x*D does not contain any solution
that is included in one of the three solution sets. w

Remark. Generally, x in Theorem 4 can be calculated by deriv-
ing individual constraints of G associated with each variable of
x¼ (x1,…,xn) in a fixed-point fashion from the original constraints
of F. For example, there may exist three individual constraints
Gj’s for j¼ 1, 2, 3, where xi can be derived from the constraints in

F. Then, x
j
i ¼ Gjða; b; x1; :::; xi�1; xiþ1; :::; xnÞ, where x

j
i is the ith

element in x�KRn, and solved by the jth constraint that involves

xi. If any x
jD
i \ xD

i ¼ /, then xD does not contain any solution that
is included in one of the three solution sets. For the first equation
in Eq. (3.5), x1¼ ([�2,2]� [�2,1]x2)/[2,4]¼ [�1.2,1.2] for which
[�1.2,1.2]D\[�0.2,0.2]D 6¼/ holds. So does for the second equa-
tion of Eq. (3.5). Therefore, we can conclude that x�1 contains the
solution of the equations based on Theorem 4. x�1 indeed is the
solution.

In the proposed branch-and-prune algorithm listed in Table 1,
Theorems 1–3 are used during the solution identification test for
the three types of solution sets. Theorem 4 is applied in the prun-
ing test. In each step, consistency test searches and identifies an
inner estimation of the feasible solution set. Iteratively, the collec-
tion of inner estimations is accumulated, and the union of them is
the final approximation of the solution. Note that the cost of the
proposed branch-and-prune algorithm depends on the number of
design variables n, the smallest variable domain size d, and the
required precision e. The number of iterations is bounded by
O((d/e)n).

The boundary boxes enclose the solution set. The branching
step subdivides the boundary boxes to smaller ones until certain
level of precision is reached. Bisection along one dimension of x
is usually applied in the branching step such that two sub-boxes x1

and x2 with the same volume are generated. The two sub-boxes do
not overlap with each other. That is, x ¼ xD

1 [ xD
2 . So the solution

S is a collection of nonoverlapped sub-boxes that are branched
from x0.

4 Hybrid Stratified Monte Carlo Method

A hybrid stratified Monte Carlo sampling method is proposed
to verify the solutions obtained from the branch-and-prune algo-
rithm in Sec. 3. It can be used both to verify if the computed feasi-
ble solution subspace is indeed an inner estimation of the true
solution set, and to verify if the subspace that has been pruned
does not include any solution.

Table 1 The branch-and-prune algorithm

INPUT: C(x, F, a, b), x0�KRn, e, ‘Semantics’; OUTPUT: S, B;

1 Initialization:M¼ x0; S¼U;
2 WHILEM is not empty DO
3 x extract(M);
4 IF Solution Identification(C, x, ‘Semantics’)¼True
5 S¼ S[x;
6 ELSEIF Pruning Test(C, x)¼True
7 x is pruned;
8 OTHERWISE
9 IF wid(x)� e
10 Branch x to x1 and x2;
11 Store x1 and x2 inM;
12 ELSE
13 Store x in B;
14 END WHILE;
15 RETURN S and B.
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The conventional Monte Carlo method can be used to evaluate
the solution set of Eq. (3.1) by uniformly sampling within the
domains of parameters a, b, and variables x. Compared to the con-
ventional Monte Carlo method where all parameters and variables
are sampled from their respective interval domains, the proposed
hybrid stratified Monte Carlo method is of much lower computa-
tional load because it only samples variables within their domains
and leaves all parameters as intervals. To apply this method to
verify the feasible or infeasible subspace, values of x�Rn within
the computed subspace x�KRn are sampled based on uniform
distributions. For each of sampled value, the consistency test is
applied to check if the value indeed belongs to the solution.

Because the solution subspace computed in Sec. 3 is a set of
boxes, we deterministically choose every box and sample uni-
formly within each box. The number of samples drawn for each
box is proportional to the volume of the box. The hybrid stratified
Monte Carlo approach improves the sampling efficiency while
ensuring that each box is verified. Additionally, proper and
improper interval values can be assigned to parameters so that all
three types of solution sets for the problem in Eq. (3.1) can be
verified, whereas the conventional Monte Carlo method can only
be applied to verify tolerable solution sets. Moreover, for the case
of tolerable solution sets, a large number of real-valued samples
for parameters a are needed before the conclusion about (8a�aD)
is drawn in a statistical sense instead of the guaranteed assessment
for all values of a. In contrast, the hybrid stratified Monte Carlo
method samples x and keeps parameters a as intervals so that cal-
culation based on intervals can guarantee all values of a satisfy
the constraints. The rigorous verification can be performed effi-
ciently by interval arithmetic. The consistency tests for detecting
a feasible or infeasible subspace for each of the three solution sets
are described in details as follows.

We define bD
in and bD

out as the inner and outer estimations of the
exact range of b for b¼ f(a, x), respectively, where a and x can
take any value within their given boxes a and x. The exact range
of f(a, x) over interval boxes a and x is denoted as R(F(a,x)).
R(F(a,x)) is both the sound and complete solution for b¼ f(a, x),

where a�aD and x�xD. Thus, we have bD
in � RðFða; xÞÞ � bD

out.

Because of the overestimation involved in interval arithmetic, b4out

can be obtained using natural inclusion function and interval arith-

metic with f(a,x). The inner estimation of F(a,x), bD
in, can be com-

puted from bin ¼ Fðimpa; proxÞ provided that the resulted bin is
improper, which is always the case when x is pointwise. At each
verification, a real value x0 is sampled from the boxes within the

solution set, then bD
in and bD

out are calculated over a and pointwise
interval x0.

For the tolerable solution set where the existential quantifier is
associated with b, and the universal ones are associated with a
and x, if x is a solution box, R(F(a, x)) must be a subset of b

D.

Therefore, x0 2
P
89 , RðFða; x0ÞÞ � bD. Since obtaining the

exact range is not possible in many cases, the outer and inner esti-
mations are used in the consistency test. The consistency test for

the tolerable solution set is as follows. If bD
out � bD, then

x0 2
P
89; if bD

in�=b, then x0 62
P
89; if bD

out�=bD and bD
in � b, then

no decision of feasible or infeasible solution can be made. If the
inner estimation is computationally more expensive than the outer
estimation, then the alternative consistency test is as follows. If

bD
out � bD, then x0 2

P
89; if bD

out \ bD ¼ U, then x0 62
P
89; if

bD
out�=bD and bD

out \ bD 6¼ U, then no decision can be made.
For the united solution set, if x belongs to the solution, R(F(a,

x)) must have at least one value in common with b. Therefore,
x0 2

P
99 , RðFða; x0ÞÞ \ bD 6¼ U. The consistency test for the

united solution set is as follows. If bD
in \ bD 6¼ U, then x0 2

P
99;

if bD
out \ bD ¼ U, then x0 62

P
99; if bD

in \ bD ¼ U and

bD
out \ bD 6¼ U, then no decision can be made.
For the controllable solution set, if x belongs to the solution,

R(F(a, x)) must be a superset of b. Therefore, x0 2
P
98 ,

RðFða; x0ÞÞ � bD. The consistency test for the controllable solu-

tion set is as follows. If bD
in � bD, then x0 2

P
98; if bD

out � bD

then x0 62
P
98; if bD

in�=bD and bD
out � bD, then no decision can be

made.
The proposed stratified Monte Carlo method can be applied to

the general case of f(a, x)¼ b to verify the solution sets with no li-
mitation over the complexity of function f. In the following sec-
tion, a numerical example is presented to demonstrate the
proposed formulation and numerical algorithms.

5 Numerical Example

The proposed approach is applied to a vehicle chassis design
problem. This example is adopted from Kim et al. [60] where the
original one is formulated as a three-level multidisciplinary opti-
mization problem. Here, the problem is modified as searching fea-
sible design space in the form of QCSP without considering
optimum objective functions. Searching feasible design space is
to find all possible solutions from the initial design space with all
constraints satisfied. The three types of solution sets are calculated
by assuming three different design scenarios for the example.

The structure of the problem with all variables is shown in Fig.
1. The variables are divided into four groups, which are design
variables, layout parameters, performance parameters, and imme-
diate variables for gravity. The design space is consisted with all
the possible values of design variables, which satisfy all of the
constraints.

There are five constraints at the vehicle-level, such as

xsf ¼
1

2p

ffiffiffiffiffiffiffi
Ksf

Msf

s
ðaÞ;xsr ¼

1

2p

ffiffiffiffiffiffiffi
Ksr

Msr

r
ðbÞ;xtf ¼

1

2p

ffiffiffiffiffiffiffiffiffi
Ktf

Musf

s
ðcÞ;

xtr ¼
1

2p

ffiffiffiffiffiffiffiffiffi
Ktr

Musr

r
ðdÞ; kus ¼

Mb

LCaf
� Ma

LCar
ðeÞ

(5.1)

where xsf and xsr are first natural frequencies of front and rear
suspensions, xtf and xtr are second natural frequencies of front
and rear suspensions, kus is understeer gradient, a and b are the
distances of gravity center to the axles, Msf¼Msb/2(aþ b),
Msr¼Msa/2(aþ b), Musf(r)¼Mus/4, L¼ aþ b, and M¼MsþMus

in which sprung mass Ms¼ 2282 kg, unsprung mass Mus¼ 228 kg.
Performance requirements, xsf, xsr, xtf, xtr, kus, are defined as

a vector B. a and b are layout parameters. K¼ (Ksf, Ksr, Ktf, Ktr,
Caf, Car) is the vector of immediate variables in which Ksf, Ksr,
Ktf, Ktr are the stiffness of suspensions (with subscript s) and tires
(with subscript t). Caf and Car are damping coefficients of front
(with subscript f) and rear (with subscript r) tire systems.

Fig. 1 Variables in QCSP for chassis design
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The suspension systems at the system level are formulated by
regression models

Ksf ¼ 17þ 0:067Klf � 0:0034Lof þ 0:000278KBf þ 35:6stf

(5.2)

and

Ksr ¼ 17þ 0:067Klr � 0:0034Lor þ 0:000278KBr þ 35:6str

(5.3)

respectively, where the suspension stiffness Ks is inflected by lin-
ear spring stiffness Kl, spring bending stiffness KB, spring free
length Lo, and spring travel distance st.

The design constraints for the vertical and cornering tire stiff-
ness [61] are described as

Ktf ¼ 0:9ðð0:1839Pif � 9:2605ÞFm þ 110119Þ (5.4)

Ktr ¼ 0:9ðð0:1839Pir � 9:2605ÞFm þ 110119Þ (5.5)

Caf ¼ 180Fmð�2:668� 10�6P2
if þ 1:605� 10�3Pif

� 3:86� 10�2Þ=p
(5.6)

Car ¼ 180Fmð�2:668� 10�6P2
ir þ 1:605� 10�3Pir

� 3:86� 10�2Þ=p
(5.7)

where Fm ¼ 9:81Mb=ðaþ bÞ, Pif, and Pir are tire inflation
pressures.

At the subsystem level, coil spring is with the design variables
of wire diameter d, coil diameter D, and the pith p. Free length Lo

is a layout parameter. The front and rear coil springs are assumed
to be the same type. The detailed constraints are given as

Klf ¼
Gd4

8D3ðLo � 3dÞ=p
;KBf ¼

EGd4

16Dð2Gþ EÞ 
p

180
(5.8)

where rigidity modulus G of spring material is usually 8� 104 N/
mm2 for the steel without preload, and Young’s modulus E is usu-
ally 2:01� 105 N/mm2 for steel.

In summary, the QCSP has design variables x¼ (d, D, p, Pif,
Pir) in the respective given interval domains x¼ (d, D, p, Pif, Pir),
layout parameters A¼ (a, b, Lo, stf, str) in the respective given
domains A¼ (a, b, Lo, stf, str), and performance parameters
B¼ (xsf, xsr, xtf, xtr, kus) in the respective given domains
B¼ (xsf, xsr, xtf, xtr, kus).

5.1 Quantified Constraints With Logic Interpretation. In
the case of set-based design at the early design stage, the feasible
solution set for the chassis design problem can be described asX

ðA;B; xÞ ¼ fx 2 Xjð9A 2 ADÞð9B 2 BDÞf ðA; xÞ ¼ Bg (5.9)

which means that we aim to find all feasible values for each vari-
able such that there exists at least one combination of layout and
performance parameters that satisfies the performance require-
ments. It implies that the performance requirements can be real-
ized by current design and manufacturing conditions. Eq. (5.9) is
in accordance with the definition of united solution set. Therefore,
based on the interpretation rules R1–R2 in Sec. 3, interval boxes
for layout parameters A should be improper, performance parame-
ters B should be proper, and design variables X should be proper.
The logic interpretation for united solution set is given in
Eqs. (5.10)–(5.19).

Layout parameters a and b are multioccurrences variables, to
which the dual operation should be applied based on Rule R6.
Thus, dual is applied to all occurrences of a and b in the first four
sub-equations of Eq. (5.1). Immediate variables Ksf, Ksr, Ktf, Ktr,

Caf, Car are assigned to be proper in Eq. (5.1) because of Kaucher
arithmetic. For example,xtr is required to be proper interval, Musf

is a real number in Eq.(5.1d). The numerical result of the calcula-
tion between a proper interval and a real number is proper. Thus,
Ktr should be proper too. Then, based on Rules R1, R3, and R5,
the logic interpretations for the sub-equations in Eq. (5.1) are

ð8Ksf 2KD
sf Þð8a2 aDÞð8b2bDÞð9xsf 2xD

sf ÞðEq:ð5:1aÞ issatisfiedÞ
(5.10)

ð8Ksr 2 KD
srÞð8a 2 aDÞð8b 2 bDÞð9xsr 2 xD

srÞ
ðEq:ð5:1bÞ is satisfiedÞ (5.11)

ð8Ktf 2 KD
tf Þð8musf 2MD

usf Þð9xtf 2 xD
tf ÞðEq:ð5:1cÞ is satisfiedÞ

(5.12)

ð8Ktr 2 KD
trÞð9musr 2MD

usrÞð9xtr 2 xD
trÞðEq:ð5:1dÞ is satisfiedÞ

(5.13)

ð8Caf 2 CD
af Þð8Car 2 CD

arÞð9a 2 aDÞð9b 2 bDÞ
ð9kus 2 kD

usÞðEq:ð5:1eÞ is satisfiedÞ (5.14)

A real number defined as a pointwise interval can be interpreted
as either universal or existential as needed, such as Musf and Musr

in Eqs. (5.12) and (5.13). For most of the time, there is no need to
interpret real numbers, because Musf and Musr can be either proper
or improper based on Rule R3, which also have no effect on the
modality of final interval result. Therefore, the interpretation for
real numbers are omitted in the remainder of this section. The rear
suspension/tire systems are very similar to the front ones.

Layout parameters Lo and stf, which are elements of A, are
assigned to be improper in this scenario. In order to preserve Ksf,
which is shared by Eqs. (5.2) and Eq. (5.1a), and proper in
Eq. (5.1a), Klf and KBf should be proper too based on Kaucher
arithmetic. Therefore, Eq. (5.2) is interpreted as

ð8Klf 2 KD
lf Þð8KBf 2 KD

Bf Þð9Lo 2 LD
o Þð9stf 2 stDf Þð9Ksf

2 KD
sf ÞðEq:ð5:2Þ is satisfiedÞ (5.15)

Equations (5.4) and (5.6) involve multioccurrence parameters a
and b. Their interpretations have been preserved as existential as
in Eq. (5.1). Dual operation is applied here so that Eqs. (5.4) and
(5.6) can be combined with the interpretations above based on
Rules R5–R6. Therefore, Eqs. (5.4) and (5.6) are interpreted as

ð8Pif 2 PD
if Þð8a 2 aDÞð8b 2 bDÞð9Ktf

2 KD
tf ÞðEq:ð5:4Þ is satisfiedÞ (5.16)

and

ð8Pif 2 PD
if Þð8a 2 aDÞð8b 2 bDÞð9Caf 2 CD

af Þ
ðEq:ð5:6Þ is satisfiedÞ (5.17)

respectively. Because coil spring is a subsystem of suspension, the
constraints in Eq. (5.2) for the suspension stiffness and Eq. (5.8)
for the coil spring are coupled. Therefore, when Eq. (5.8) is inter-
preted, the interpretation in Eq. (5.15) for Eq. (5.2) and the inter-
pretation in Eq. (5.10) for Eq. (5.1a) at the vehicle level should be
taken into consideration. Design variables d, D, and p are assigned
to be proper in Eq. (5.9) in this scenario. Lo is improper in
Eq. (5.15), which should be applied by a dual operation based on
Rule R6. Klf and KBf, which are proper in Eq. (5.15), should still
be proper too. The values of Klf and KBf used in Eq. (5.2) are com-
ing from Eq. (5.8), for which the interpretations should be self-
consistent. Based on Rule R1, Eq. (5.8) is interpreted as
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ð8d 2 dDÞð8D 2 DDÞð8p 2 pDÞð8Lo 2 LD
o Þð9Klf 2 KD

lf Þ
ð9KBf 2 KD

Bf ÞðEq:ð5:8Þ is satisfiedÞ (5.18)

Based on Rules R4–R5, the final logic interpretation of the united
solution set for this chassis design problem is obtained by
combining Eqs. (5.10)–(5.18) as

ð8d 2 dDÞð8D 2 DDÞð8p 2 pDÞð8Pif 2 PD
if Þð8Pir 2 PD

irÞð9a 2 aDÞ
ð9b 2 bDÞð9Lo 2 LD

o Þð9stf 2 stDf Þð9str 2 stDr Þð9xsf 2 xD
sf Þ

ð9xsr 2 xD
srÞð9xtf 2 xD

tf Þð9xtr 2 xD
trÞð9kus 2 kD

usÞ
ðEqs:ð5:1Þ � ð5:8Þ are satisfiedÞ

(5.19)

In addition to the united solution set, different kinds of solu-
tions can be used based on the desired design intent. For instance,
in the scenario of product family design as discussed in Sec. 1,
products can be generated by combining different modules with
one platform. In a vehicle family, the suspension and tire systems
can be taken as modules to generate the design variations, whose
parameters are scaled ones. They usually come with the chassis. A
chassis as an assembly of the platform should not only have the
ability to accommodate different suspension and tire modules in
the vehicle family but also satisfy the performance requirements
of the vehicle family. The accommodating ability of a chassis
should not be over designed by considering the design and manu-
facturing cost. It means that all the layout parameters on the chas-
sis should be used in the family. In that case, the feasible solution
set for the chassis design problem can be described asX

ðA;B; xÞ ¼ fx 2 Xjð8A 2 ADÞð9B 2 BDÞf ðA; xÞ ¼ Bg
(5.20)

In other words, we aim to find all feasible values for each
design variable x such that for all the values of layout parameters
a, b, L0, stf , and str , there exist acceptable values for performance
parameters in the given ranges that satisfy the performances
requirements. These layout parameters vary slightly within the
given domains for different products. The goal is to accommodate
the differences in the common platform of chassis. Therefore, the
interval boxes A, B, and X are assigned to be proper. Similar to
the previous interpretation in the scenario of untied solution set,
the logic interpretation of the tolerable solution set for the chassis
design problem based on Rules R1, R2, R4, and R5 is

ð8d 2 dDÞð8D 2 DDÞð8p 2 pDÞð8Pif 2 PD
if Þð8Pir 2 PD

irÞ
ð8a 2 aDÞð8b 2 bDÞð8Lo 2 LD

o Þð8stf 2 stDf Þ
ð8str 2 stDr Þð9xsf 2 xD

sf Þð9xsr 2 xD
srÞ

ð9xtf 2 xD
tf Þð9xtr 2 xD

trÞð9kus 2 kD
usÞ

ðEqs:ð5:1Þ � ð5:8Þ are satisfiedÞ

(5.21)

In a different scenario, engineers have specific performance tar-
gets to satisfy customer requirements. They may find that the new
product family can be developed from an existing platform. It
indicates that all the targets can be satisfied by selecting proper
values for layout parameters of the existing platform and integrat-
ing new modules. The ability to accommodate a current platform
can support the development of the new production family. In that
case, the feasible solution set can be described asX

ðA;B; xÞ ¼ fx 2 Xjð8B 2 BDÞð9A 2 ADÞf ðA; xÞ ¼ Bg
(5.22)

which is a controllable solution set. We need to find all feasible
values of design variables such that all values in the range of per-
formance requirements can be achieved by the layout parameters.
The interval boxes A and B are assigned to be improper and X to
be proper. The desired logic interpretation is

ð8d 2 dDÞð8D 2 DDÞð8p 2 pDÞð8Pif 2 PD
if Þð8Pir 2 PD

irÞ
ð8xsf 2 xD

sf Þð8xsr 2 xD
srÞð8xtf 2 xD

tf Þ
ð8xtr 2 xD

trÞð8kus 2 kD
usÞð9a 2 aDÞð9b 2 bDÞ

ð9Lo 2 LD
o Þð9stf 2 stDf Þð9str 2 stDr Þ

ðEqs:ð5:1Þ � ð5:8Þ satisfiedÞ (5.23)

During the QCSP formulation for a design problem, the time
consumption depends on the complexity of the problem, i.e., the
numbers of variables, constraints, and the type of QCSP. It takes
more time when a large number of existential variables are in the
constraints, because Rule R6 in Sec. 3.1 needs to be applied.

Table 2 The given values

Performance parameters Immediate variables

xsf (Hz) [1.1,1.5] Ksf (N/mm) [13.13,56.25]
xsr (Hz) [1.1,1.5] Ksr (N/mm) [25.7, 60]
xtf (Hz) [11,14] Ktf (N/mm) [142, 494]
xtr (Hz) [11,14] Ktr (N/mm) [126, 355]
kus (rad/m/s2) [0.0015, 0.0055] Klf ðrÞ (N/mm) [120,180]

KBf ðrÞ (Nmm/deg) [75,000,85,000]
Caf (N/rad/10�4) [7.08,19.6]
Car (N/rad/10�4) [4.28,12.32]

Layout parameters Design variables
a (m) [1.25,1.39] Pir (KPa) [83,330]
b (m) [2.31,2.45] Pif (KPa) [83,330]
L0f ðrÞ (mm) [350,420] d (mm) [5,30]
stf ðrÞ (m) [0.05,0.1] D(mm) [50,200]

p (mm) [50,100]

Fig. 2 Design space (d , D, p) (mm) for suspension system, (a) united solution set and (b) toler-
able solution set
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Therefore, the tolerable solution set takes the least time to com-
pute, whereas the controllable and united ones take more.

5.2 Results and Verifications. During the calculation, the
design variables are separated into two groups. d, D, and p are in
the suspension systems, whereas Pif and Pir are in the tire system.
Thus, the chassis design problem is divided in two sub-problems.
Some of the layout parameters are shared between these two sys-
tems. To ensure that the combined interpretation is available, the
shared parameters that are existentially quantified and occur mul-
tiple times should be modified by the dual operation based on
Rule R6.

With the initial values of variables in Table 2, the inner estima-
tion of feasible solution set for the chassis design problem based
on our branch-and-prune algorithm is shown in Figs. 2 and 3. Fig-
ure 2 shows the ranges of variables d, D, and p for the suspension
system for the united solution set and tolerable solution set in a
3D view, with the precision of 0.05. The design range for wire di-
ameter d has shrunk from 5; 30½ �½ � to 21:9; 24:22½ �½ � and
21:72; 24:06½ �½ �, respectively. Coil diameter D was reduced from
5; 200½ �½ � to 126:6; 200½ �½ � and 131:8; 193:8½ �½ �, respectively. The

spring pitch p does not change and has the value of 50; 100½ �½ �. In
Kim et al. [60], d, D, and p are formulated as design variables,
and their optimum values are 23 mm, 180 mm, and 80 mm, respec-
tively, all of which are enclosed by the feasible solutions from our
calculation.

Figures 3(a) and 3(b) show the ranges of variables Pif and Pir

for the tire system for the united and tolerable solution sets,
respectively, with the precision of 0.05. The range of Pif is
reduced from 80; 330½ �½ � to 191:8; 282:2½ �½ � and the range of Pir

shrinks to 191:6; 229:2½ �½ � for the united solution set. The ranges of
Pif and Pir are reduced to 227:5; 282:2½ �½ � and 191:7; 229:2½ �½ � for the
tolerable one. In Kim et al. [60], Pif and Pir are linked variables,
and their optimum values were not given. Again, different assign-
ments of quantifiers to variables result in different solution spaces.

No controllable solution set can be found for this chassis design
problem with the given values in Table 3. We pick the tire system
design as a sub-problem to verify the algorithm for the controlla-
ble solution set. The constraints for this sub-problem include
Eqs. 5.1(c–e) and Eqs. (5.4)–(5.7) with the final logic
interpretation

ð8Pif 2 PD
if Þð8Pir 2 PD

irÞð8xtf 2 xD
tf Þð8xtr 2 xD

trÞð8kus 2 kD
usÞ

ð9a 2 aDÞð9b 2 bDÞ
ðEqs:5:1ðc� eÞ;Eqs:ð5:4Þ � ð5:7Þ are satisfiedÞ

The domains of performance parameters listed in Table 3 are used
instead of Table 2. Figure 3(c) shows the feasible design space of
the controllable solution set for the tire inflation pressures Pif and
Pir with the precision of 0.001. The ranges of Pif and Pir are
reduced to 205:9; 209:7½ �½ � and 223:9; 227:9½ �½ �.

The proposed hybrid stratified Monte Carlo method is used to
verify the solutions obtained in Figs. 2 and 3. A total number of

Fig. 3 Design space (Pif, Pir) (Kpa) for tire system (a) united solution set, (b) tolerable solution set, and (c) controllable solution
set

Table 3 The values of variables for controllable solution set

Performance parameters Immediate variables

xtf (Hz) [11.74,11.75] Ktf (N/mm) [143, 493.8]
xtr (Hz) [12,12.01] Ktr (N/mm) [125.6, 350]
kus (rad/m/s2) [0.0046, 0.0047] Caf (N/rad/10�4) [13.08,19.6]

Car (N/rad/10�4) [12.28,18.6]
Layout parameters Design variables
a (m) [1.25,1.39] Pir (KPa) [80,330]
b (m) [2.31,2.45] Pif (KPa) [80,330]

Fig. 4 Verification for the design space of suspension system (a) united solution set and (b)
tolerable solution set
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1500 samples were chosen for the tolerable solution set and dis-
tributed among the boxes of x proportionally to their volumes. For
the united and controllable solution sets, a total number of 3000
samples were chosen. The results are presented in Figs. 4 and 5.
In each figure, the boxes indicate the branch-and-prune algorithm
results, and “þ ” are the sampled values in the verification.

It is seen that both the branch-and-prune method and hybrid
stratified Monte Carlo method can be used to solve QCSPs. How-
ever, the stratified sampling requires more computational time to
find a good estimation of solution than the branch-and-prune
method, although the efficiency of the stratified sampling method
has been improved significantly from the classical Monte Carlo
sampling by using intervals instead of real values. Therefore, the
sampling based method is not recommended to solve QCSPs.

United solution set is the largest one among the three quantified
solution sets and encloses the other two. It thus gives us an upper
limit of all feasible solutions. Therefore, the results of united solu-
tion set can be taken as the initial input to calculate the tolerable
and controllable ones to improve computational efficiency.

6 Conclusions

A new QCSP formulation and solving approach have been
developed to search feasible design solutions, which can incorpo-
rate more design intent than the traditional CSP. The different
types of feasible solution sets (united, tolerable, and controllable)
can be obtained by solving different logically quantified problems.
The proposed branch-and-prune algorithm to solve QCSPs is
based on the logic interpretation of generalized interval. There is
no restriction on the number of occurrences for the variables. A
hybrid stratified Monte Carlo method is also developed to verify
the results obtained by the proposed algorithm. With the extra in-
formation from the interpretation, engineers can make better deci-
sions at the different design stages. The complete knowledge of
feasible design space is useful for complex problems of multidis-
ciplinary design optimization.

Note that our approach is generic and can be applied to any
constraint that is in the generic functional form of f(a,x)¼ b. The
limitation of our approach is that it cannot solve over-constrained
problems, for instance, when every variable is associated with 8
and statements are overly quantified. In future work, the limitation
needs to be addressed. Other branching methods, in addition to
the bisection used in our algorithm, can also be investigated to
improve the computational efficiency.
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