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Abstract—Cyber-physical systems (CPS) are highly integrated hardware-software devices that electro-mechanical components are tightly coupled with advanced computational algorithms for data collection, processing, communication, and control. Internet of Things is the emerging application of CPS. The main research challenge in designing CPS devices and systems is the quantification of complex system behaviors such as consciousness, adaptation, and evolution. Particularly trust becomes an important element that affects system behavior in the networked society. To capture the unique human societal and systems aspects of trustworthiness quantification for CPS systems, in this paper, trustworthiness is measured by the perceptions of ability, benevolence, and integrity quantitatively. Ability measures one’s sensing and reasoning capability and influence to others. Benevolence captures the genuineness of intention and the extent of reciprocity in information exchange. Integrity provides the confidence about system dependability and predictability. A generic probabilistic graph model is developed to represent CPS system functionality at mesoscale and demonstrate the perception based quantification of ability and benevolence. Trust-based CPS network design and optimization are also demonstrated with the metrics of ability and benevolence.
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I. INTRODUCTION

Cyber-physical systems (CPS) are highly integrated hardware-software devices that electro-mechanical components are tightly coupled with advanced computational algorithms for data collection with sensor and actuator on-board, data processing and reasoning with embedded processors, and communication via Internet. They have the integrated capabilities of information collection, processing, and exchange. Compared to traditional mechatronics systems, CPS have much higher levels of complexities and functionalities for sensing and control, especially with advanced communication capability. They also possess more computational power than traditional sensor networks, where data collection and communication are the main functions. Examples of CPS are smart appliances for home and office, intelligent manufacturing systems with sensing and control units, personal devices for health monitoring, disruption-free energy supply and transportation infrastructure, and situation-aware automotive vehicles. With the advancement of novel materials for sensing, actuation, computation, and communication, future CPS may have different physical forms and properties, including those with self-adaptive, self-organizational, biomorphological, and soft structures [1]. CPS may also be created at different size scales and can exist at micro- and nano-scales. Therefore, future CPS can be highly integrated with vehicles, machines, and consumer products, as well as attached on or embedded in human bodies, and work collectively and collaboratively.

The unique value of CPS is their collaborative functions with information shared over the networks formed by themselves, which is being implemented and known as Internet of Things (IoT). Data are constantly collected and shared in a geographically distributed environment. Processing and reasoning for decision making are also done locally in a distributed fashion. This provides the infrastructure of crowdsourcing, where information is no longer processed in centralized locations.

Information crowdsourcing can improve the resilience of systems. In such a federated environment, fewer subsystems or nodes in the network play dominant roles in processing. The negative effects of the breakdown of some nodes thus can be minimized. The costs of maintaining such systems can also be reduced because of the less restrictive requirements on reliability of certain nodes. Nevertheless, there are new technical issues associated with crowdsourcing in IoT, such as interoperability, scalability, adaptability, usability, resilience, security, trust, and privacy [2]. Particularly, most of the CPS functions rely on information exchange. How to design a trustworthy network so that the data can be shared more freely inside the network than outside. Data security is critical for trust. However, security alone cannot guarantee the trustworthiness. Although security protocols and policies can prevent data from being compromised during transmission, they provide no guarantee against the misuse by the receiving party or fraud by the transmitting party. In a secured network, partners could still avoid sharing necessary information because of competitions or conflicts of interests. In those cases, trustable relationship still cannot be established even in a secured environment.

Here, how to quantify trustworthiness in the context of systems of CPS and apply the concept to design IoT are studied. Although trust has been studied in the fields of computer science, psychology, marketing, and management, most of the studies remain qualitative. In order to be useful for system design, quantification of trust is necessary so that quantitative criteria can be used for design optimization.

In recent research of trust quantification for networked systems, two approaches are taken to quantify trustworthiness. In the top-down approach, trustworthiness is treated as an overall perception or belief about an individual’s reputation or ability. It is quantified with probabilistic or non-probabilistic
measures. In the bottom-up approach, trustworthiness is not treated as one single concept. Rather, it consists of multiple factors such as availability, dependability, and quality of services, each of which can be calculated from the statistics of physical systems, e.g. data transmission rates, executed routing protocols, and positive recommendations. For applications, the metrics of trustworthiness were used in assessing system availability or designing dynamic routing protocols.

Compared to traditional computational hardware and software systems, trustworthiness for CPS has some unique properties and challenges. The first one is the system-oriented quantification and its complexity. CPS networks formed by industrial or consumer products are exposed to severe threats of malicious attacks. Security breach at individual components levels cannot be completely prevented. Working along with disrupted services or compromised information is becoming a norm in networked CPS. Furthermore, CPS have highly integrated and autonomous functions of sensing, data processing, predictive modeling, decision making, and control. Therefore, to be meaningful for CPS systems design and engineering, the quantification of trustworthiness in CPS needs to target at the systems level with multiple functions and networked communities, instead of only at individual components or functions. The complexity of quantification at systems level is increased with more factors to be considered, such as availability, resilience, and adaptability of networks. These factors further increase the complexity of trust quantification and management.

The second uniqueness of CPS trustworthiness is the influence of perception in a human societal context. Trust is a state of mind, subjective and multi-faceted. Given the intensive interaction between humans and CPS, user-centric trust management is essential for CPS. Traditional security procedures (e.g. for authentication, nonrepudiation, confidentiality, data integrity, privacy protection, etc.) can enhance trust level based on the assumption that security control is always available. However, complete control of information access by content owners in CPS networks is impossible, because there is deep interdependency of transactions between heterogeneous subsystems, implementation of full security procedures for traditional computers on low-cost CPS units is infeasible, and the controllability can be quickly diminished as information is more likely to propagate through CPS networks than traditional computer networks. As a result, people’s perception of trust is likely to change and become more tolerable for security and privacy related challenges, as new CPS technologies are adopted gradually in the society and new regulations or other social insurance for protection are available. Therefore, the dynamics of human perception and subjectivity needs to be emphasized in trustworthiness quantification for CPS. Since perception is influenced by social activities and interactions between people, the social behavior aspect of trust also needs to be captured.

To address the above challenges, especially the second one, in this paper a perception-oriented approach is taken to quantify trustworthiness. Trustworthiness is measured by perceptions of three major metrics instead of an abstract one. The three metrics, which include perceptions of ability, benevolence, and integrity, are carefully chosen based on the concepts studied in social sciences and to avoid redundancy. To model large-scale CPS networks, a probabilistic graph model is proposed to capture the functions of sensing, prediction, and communication. This mesoscale model provides a generic abstraction of CPS networks with scalability consideration. The proposed three trustworthiness metrics are calculated based on the probabilistic graph model. It is demonstrated that these three perception-level metrics can be calculated with the combination of Bayesian and statistical methods. Compared to other trustworthiness quantification approaches, the uniqueness of the proposed approach includes the considerations of different CPS functions including sensing, prediction, and communication. The perception based quantification method directly models subjectivity of beliefs and the influence of social behavior, with quantitative measures of ability, benevolence, and integrity, which have not been considered in other quantitative approaches.

In the remainder of the paper, a review of relevant work on trust quantification in the domains of computer and social sciences is first provided. Then the proposed probabilistic graph model is introduced in Section II. The metrics of ability, benevolence, and integrity are provided in Sections III, IV, and V respectively. The performance of the three metrics is evaluated with simulation studies in Section VI. In Section VII, the network design and optimization approach based on the metrics of ability and benevolence is demonstrated.

A. Trust quantification

In computer science, the study of trust had been traditionally centered around security policy for exchanging credentials, controlling access, and referring reputation [3], [4], [5], [6]. Recently, it was expanded to the context of social networks and semantic web [7], [8]. In the vast majority of the studies, trust was only treated qualitatively without providing specifications of how to calculate it. Limited work is on trust quantification.

In the context of social networks and multi-agent environments, most researchers ([9], [10], [11], [12], [13], [14], [15], [16], [17], [18]) model trust as reputation and rely on users’ explicit ratings and recommendations to estimate the levels of trust. For instance, Beth et al. [19] quantified trust by the numbers of positive and negative experiences. Yu and Singh [20] calculated it from scaled reputation ratings in social networks. Lee et al. [21] calculated trust as the number of finished transactions. O’Doherty et al. [22] combined users’ explicit ratings with the similarities of opinions and preferences for online recommendation.

In the context of computer networks, trust was mostly measured by quality of services [23] in a bottom-up fashion. Trustworthiness has been calculated from weighted metrics such as the numbers of forwarded data packets, executed routing protocols, modified packet addresses, etc. [24], [25]. For sensor networks, different approaches to calculate trust has been proposed. These include weighted average between local and global success rates of transactions [26], weighted average of consistency factors including consistency of individual nodes from their historical data [27] and consistency...
between nodes in local regions [28], as well as neighbors’ data forwarding behaviors [29].

To capture the stochastic and subjective nature of trust, probabilistic approaches have been developed. Barber and Kim [30] modeled trust as belief of information reliability and the belief update is based on Bayesian networks. Yu and Singh [31] applied Dempster-Shafer evidence theory to trust modeling. Patel et al. [32] modeled trust as the expectation of fulfilled commitments that follows a Beta distribution. Wang et al. [33] extended this approach to Bayesian modeling based on the natural conjugate Beta distribution and generic Bayesian networks [34]. Kim et al. [35] calculated trust as the probability of resource availability. Li et al. [36] calculated trust as time averaged information entropy in data exchange.

Fuzzy logic was also applied to capture the linguistic imprecision of trust description, either as one concept [37], [38], or a combination of multiple factors such as ability, availability, motivation, usefulness, honesty, and others [39], [40], [41], [42].

To quantify trustworthiness in IoT, Chen et al. [43] proposed a fuzzy model to consider communication reputation factors including packet forwarding, package delivery, and energy efficiency. Saied et al. [44] quantified it based on user ratings and recommendations. Nitti et al. [45] used an weighted average between quality of service and opinions of credibility in transactions as a combined objective and subjective measure. Chen et al. [46], [47] treated trust as the combination of an overall probabilistic assessment from direct interaction and the social similarity in a recommendation system. Al-Hamadi and Chen [48] calculated trust from user ratings aggregated from different time periods and different locations. Jayasinghe et al. [49] used a composite trust metric that is consisted of eight different quantities such as probabilities of successful execution, cost of execution, completeness and accuracy of data records, etc. In the above approaches, the perception of trust in a social environment is not explicitly modeled. Only the communication function of IoT objects is focused on, whereas the functions of sensing and reasoning are not considered.

Intuitively, trust is a willingness to be vulnerable to another. Different qualitative definitions of trust exist in the domains of psychology, marketing, human behavior, and organization. Mayer et al. [50] carefully studied dozens of characteristics of trust in literature, identified commonality, and defined trustworthiness as a set of three categories of perception: ability, benevolence, and integrity. Ability is about perception of skills, expertise, and competency associated with trustee. Benevolence is the extent to which the trustee believes that the trustee acts for the welfare of the trustee, rather than just maximizes its own profit. Benevolence is a summary of the criteria. Quantitative methods such as data envelopment analysis, analytic hierarchy process, and ELECTRE (elimination and choice expressing the reality) have been developed to determine weights and rankings with consistency. The effects of the three perceptions also dynamically change over time. Mayer et al. [50] also postulated that among the three factors the effect of integrity on trust is the most salient one at the early stage of trust relationship, and the effect of perceived benevolence will increase over time.

In summary, although trust has been considered as a critical component in electronic business, computer networks, and sensor networks, there is still a lack of formal and quantitative methods to study how trustworthiness can affect system design. In the design of CPS networked systems, trustworthiness directly affects the formation of information sharing policies adopted by the products, which in turn influences the design of networks. The proposed quantification method is targeted at system and network design.

B. Proposed quantitative trustworthiness metrics

Trust has a few unique characteristics. It is subjective (trust is personal and based on individual’s perception), asymmetric (trust relationship is mutual but not necessarily symmetric), and dynamic (the level of trust is not static and changes along time). Trustworthiness metrics need to incorporate these properties.

In this paper, ability, benevolence, and integrity are quantitatively measured for the first time, even though the three concepts have been widely used in qualitative assessments and user studies. The quantification process is based on a probabilistic graph model. The graph model provides a mesoscale abstraction to represent the major functions of information gathering and exchange between nodes in CPS networks.
Particularly, the probability of accurate sensing and prediction by each node, as well as the probabilities of positive and negative correlations as mutual influence between nodes are explicitly modeled, which allows for quantitative measurement of ability and benevolence directly. Notice that ability, benevolence, and integrity aspects of trust co-exist in trustworthiness quantification. These three independent dimensions need to be considered separately and not simply combined into one metric. Also different from other approaches, a perception based belief modeling approach is taken to calculate ability, benevolence, and integrity, given that the level of trust is based on perception.

II. PROBABILISTIC GRAPH MODEL

Recently a probabilistic graph model was proposed to provide an abstraction of information collection, processing, and exchange between CPS in an IoT environment [64], [65]. Here, the model is generalized. A probabilistic graph $G = (\mathcal{V}, \mathcal{E}, \mathcal{R}, \mathcal{P}, \mathcal{Q})$, where $\mathcal{V} = \{v_k\}$ is a set of nodes, $\mathcal{E} = \{(v_i, v_j)\}$ is a set of directed edges, as shown in Fig. 1. Each node $v_k$ is associated with a prediction probability $p_k \in \mathcal{R}$, whereas each edge $(v_i, v_j)$ is associated with a $P$-reliance probability $p_{ij} \in \mathcal{P}$ and a $Q$-reliance probability $q_{ij} \in \mathcal{Q}$. The probabilities are defined as follows.

The prediction probability $p_k$ is the probability that node $k$ detects the true state of world $\theta$ and is defined as

$$P(x_k = \theta) = p_k,$$

where $x_k$ is the state variable of node $k$. The information dependency between node $j$ and node $i$ is described by $P$-reliance probability

$$P(x_j = \theta|x_i = \theta) = p_{ij},$$

and $Q$-reliance probability

$$P(x_j = \theta|x_i \neq \theta) = q_{ij}.$$  

P-reliance probability indicates the positive effect of information exchange between nodes, whereas Q-reliance probability captures the negative influence. It is also possible to have $P(x_k = \theta|x_k = \theta)$ and $P(x_k = \theta|x_k \neq \theta)$ indicating how much a node’s prediction relies on its own observation.

The probabilistic graph proposed here can be regarded as a generalization of classical graph where weights are associated with both nodes and directed edges. The weights are probabilities of prediction and reliance. Also note that the probabilistic graph model here is different from Bayesian belief network.

CPS nodes collect information by itself or from their neighboring collaborators. With the new information, the prediction probabilities are updated. Different information fusion rules can be adopted by nodes to update their prediction probabilities. Example rules include best-case, worst-case, and Bayesian rules. They are listed as follows. To simplify the notation, we use $P(x_k)$ to denote $P(x_k = \theta)$, $P(x_k')$ to denote $P(x_k \neq \theta)$, and $P(x_j|x_i)$ to denote $P(x_j = \theta|x_i = \theta)$.

The best-case or optimistic fusion rule is

$$P'(x_k) = 1 - \Pi_{i=1}^M (1 - P(x_k|x_i)),$$

where node $k$ has a positive prediction with updated probability $P'$ if any of the $M$ nodes as its information sources provides a positive cue. Some variations of this rule can also be used, such as

$$P'(x_k) = 1 - \Pi_{i=1}^M (1 - P(x_k|x_i)) \Pi_{j=1}^{M_2} (1 - P(x_k|x_j')),$$

where both positive cues from $M_1$ nodes and negative cues from $M_2$ nodes $(M_1 + M_2 = M)$ are considered. Another version could be

$$P'(x_k) = 1 - \Pi_{i=1}^M \Pi_{i \neq k} (1 - P(x_k|x_i)),$$

where the node’s own prior observation is not included in the update.

The worst-case or pessimistic fusion rule is

$$P'(x_k) = \Pi_{i=1}^M P(x_k|x_i),$$

where the prediction of a node is positive only if all cues it receives from other nodes are positive. Similarly, some variations of the rule exist, such as

$$P'(x_k) = \Pi_{i=1}^M P(x_k|x_i) \Pi_{j=1}^{M_2} P(x_k|x_j'),$$

and

$$P'(x_k) = \Pi_{i=1}^M \Pi_{i \neq k} P(x_k|x_i).$$

The Bayesian fusion rule is

$$P'(x_k) \propto P(x_k) \left[ (P(x_k))^{r} (1 - P(x_k))^{M-r} \right],$$

where the prediction of node $k$ is updated from prior prediction probability $P(x_k)$ given that $r$ out of a total of $M$ cues provided by others are positive.

For simplicity, only binary value of state variables is considered here. Obviously, further generalization to multi-valued discrete state variables is straightforward. Suppose there are a finite set of discrete values $\{\theta_1, \ldots, \theta_N\}$ that the state variable $x_k$ can take. The multi-valued prediction probability $P(x_k = \theta_n) \,(n \in \{1, \ldots, N\})$ can be obtained similar to binary values. Similarly, reliance probabilities $P(x_j = \theta_m|x_i = \theta_n)$ $(m, n \in \{1, \ldots, N\})$ can be obtained enumeratively.

The above information fusion rules can be similarly extended to multi-valued state variables. For instance, the optimistic fusion rule in Eq.(5) becomes

$$P'(x_k) = 1 - \Pi_{i=1}^M (1 - P(x_k|x_i = \theta_1)) \cdots \Pi_{j=1}^{M_2} (1 - P(x_k|x_j = \theta_N)),$$
whereas the pessimistic fusion rule in Eq.(8) becomes
\[ P'(x_k) = \prod_{i=1}^{M_1} P(x_k|x_i = \theta_1) \cdots \prod_{j=1}^{M_N} P(x_k|x_j = \theta_N), \]
where \( M_1 + \cdots + M_N = M \). Obviously, if only one of the \( N \) values is true or of concerned, the problem setting can be simplified and converted back to the binary case. For continuous state variables, discretization of values is necessary, which is typical in the context of digital world.

Another closely related question is how the prediction and reliance probabilities can be obtained in a physical system. The most straightforward way is to estimate the probabilities from the collected historical data [66]. The prediction probability of a CPS node can be based on data collected by its sensing and reasoning units. It can be estimated as the frequency of correct prediction. The reliance probabilities can be estimated similarly from the frequencies of positive and negative predictions by the neighboring nodes given the node’s own prediction. If no data are available, subjective estimations from domain experts can be elicited.

Probability elicitation is well known in both practice and literature. Standard procedures are taken to elicit probabilities associated with some events from domain experts subjectively. The major issues to be avoided during elicitation are possible personal bias, inconsistency, and incoherent assessment. Quantitative methods [67] such as quantile intervals and scoring rules have also been developed. For instance, in the scoring rule approach, a scoring function defines rewards such that the domain expert’s true belief about how likely an event occurs is reported, as it is his or her best interest to maximize the belief-weighted expected payoff, which is to ensure consistency.

III. ABILITY

The ability of CPS consists of capability and influence. In the context of probabilistic graph model, the capability of a node is generally quantified as the perceived probability that it can provide accurate prediction about the true state of the world based on its available information. Within a networked society, the influence of a node to others, which can be interpreted as leadership, is also regarded as part of its ability. The leadership that a CPS node has is characterized as the extent of its positive or negative influence to its neighbors.

A. Capability of prediction

The perception of ability is subjective and varies among different people. Suppose that the perceived capability for node \( j \) is the perceived prediction probability \( A_j(\theta) = P(P(x_j = \theta)) \) with respect to the true state of world \( \theta \), which follows a Gaussian distribution with mean \( p_j \) and precision \( \tau_0 \). Here \( P(\cdot) \) denotes perception. In other words, the perceived capability of node \( j \) is randomly distributed, with expectation
\[ \mathbb{E}(A_j(\theta)) = p_j, \]
and variance
\[ \mathbb{V}(A_j(\theta)) = \tau_j^{-1}. \]

In a society with extensive information exchange, the perception of capability can be updated with newly obtained information. For instance, if reliance probabilities with respect to node \( j \) are made available to the public, then the perceived capability of the node can be updated. Suppose that the perceived reliance probabilities \( L_{ij} = \mathbb{P}(P(x_j|x_i)) \) and \( L_{ij}^c = \mathbb{P}(P(x_j|x_i^c)) \) for all \( i,j \in V \) are Gaussian random variables, with expectations
\[ \mathbb{E}(L_{ij}|A_j) = p_{ij}(\forall i,j \in V) \]
and
\[ \mathbb{E}(L_{ij}^c|A_j) = q_{ij}(\forall i,j \in V) \]
under the condition of the perceived capability \( A_j \).

The variances of the perceptions may depend on the nature of information sources. For the perceptions related to the information shared with node \( j \) from others, the variances are
\[ \mathbb{V}(L_{ij}|A_j) = \tau_{ij,p}^{-1}(\forall i \in S_j), \]
and
\[ \mathbb{V}(L_{ij}^c|A_j) = \tau_{ij,q}^{-1}(\forall i \in S_j), \]
where \( S_j = \{v_i|[v_i,v_j] \in E\} \) is a collection of source nodes with respect to node \( j \) and each of the source nodes sends information to node \( j \). Without the loss of generality, we can assume that the variances of the perceived reliance probabilities are the same, i.e. \( \tau_{ij,p} = \tau_{s,p} \) and \( \tau_{ij,q} = \tau_{s,q} \) \( (\forall i \in S_j) \). The complete set of perceived P- and Q-reliance probabilities for the source nodes with respect to node \( j \) is denoted as \( \mathcal{L} = \{L_{ij}| i \in S_j \} \cup \{L_{ij}^c| i \in S_j \} \).

With the reliance probability information, the perception of capability is updated based on the Bayesian belief update scheme or Bayes’ rule. Because the perceptions follow Gaussian distributions, the expectation of posterior perception for capability of node \( j \) is
\[ \mathbb{E}(A_j(\theta)|\mathcal{L} = \{+\}) = \frac{\tau_j p_j + \tau_{s,p} \sum_{i \in S_j} p_{ij} + \tau_{s,q} \sum_{i \in S_j} q_{ij}}{\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j}, \]
where \( s_j = |S_j| \) is the number of source nodes with respect to node \( j \).

The consideration of Q-reliance probabilities in capability in Eq.(19) is necessary. When a node gives correct prediction even when its information sources provide negative or wrong predictions, the node exhibits good capability. Also note that if the assumption of equal variances is not made, or wrong predictions, the node exhibits good capability. Also note that if the assumption of equal variances is not made, or wrong predictions, the node exhibits good capability.

The posterior perception of capability in Eq.(19) can be regarded as the weighted average of prediction and reliance probabilities, denoted as
\[ \mathbb{E}(A_j(\theta)|\mathcal{L} = \{+\}) = \alpha_j p_j + \alpha_{s,p} \sum_{i \in S_j} p_{ij} + \alpha_{s,q} \sum_{i \in S_j} q_{ij}, \]
where
\[ \alpha_j = \frac{\tau_j}{\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j}, \quad \alpha_{s,p} = \frac{\tau_{s,p}}{\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j}, \quad \text{and} \quad \alpha_{s,q} = \frac{\tau_{s,q}}{\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j}. \]

The variance of the updated perceptions for the capability of node \( j \) is
\[ \mathbb{V}(A_j(\theta)|\mathcal{L} = \{+\}) = (\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j)^{-1}. \]
B. Influence

The influence or leadership of node $j$ is associated with the effectiveness of information sharing from node $j$ to others. When the information sharing from node $j$ to destination nodes in $D_j = \{v_k | (v_j, v_k) \in E\}$ is considered, where each of the destination nodes receives information from node $j$, the perception of the capability of node $j$ can be further updated. When the precision of the perceptions related to the information shared from node $j$ to others is characterized by

$$\mathbb{V}(L_{jk}|A_j) = \tau_{jk,p}^{-1}(\forall k \in D_j)$$

and

$$\mathbb{V}(L_{jk}^c|A_j) = \tau_{jk,q}^{-1}(\forall k \in D_j),$$

the complete set of perceived P- and Q-reliance probabilities for the destination nodes with respect to node $j$ is denoted as $\mathcal{L}^{(-j)} = \{L_{jk}|k \in D_j\} \cup \{L_{jk}^c|k \in D_j\}$. Similarly, to simplify the notation, it is assumed that the variances of the perceived reliability probabilities are the same, i.e. $\tau_{jk,p} = \tau_{d,p}$ and $\tau_{jk,q} = \tau_{d,q}$ (\forall k \in D_j). The expectation of the updated perception of ability based on the influence to others is

$$\mathbb{E}(A_j|\theta|\mathcal{L}^{(-j)}) = \frac{\tau_j p_j + \tau_{d,p} \sum_{k \in D_j} p_{jk} + \tau_{d,q} \sum_{k \in D_j} (1 - q_{jk})}{\tau_j + \tau_{d,p} d_j + \tau_{d,q} d_j^2}$$

where $d_j = |D_j|$ is the number of destination nodes with respect to node $j$, or simply

$$\mathbb{E}(A_j|\theta|\mathcal{L}^{(-j)}) = \alpha_j p_j + \alpha_{d,p} \sum_{k \in D_j} p_{jk} + \alpha_{d,q} \sum_{k \in D_j} (1 - q_{jk})$$

where $\alpha_{d,p} = \tau_{d,p}/(\tau_j + \tau_{d,p} d_j + \tau_{d,q} d_j^2)$, and $\alpha_{d,q} = \tau_{d,q}/(\tau_j + \tau_{d,p} d_j + \tau_{d,q} d_j^2)$. Notice that $(1 - q_{jk})$ is used here to quantify the influence of node $j$ to others, which captures how likely others end up with negative predictions given that node $j$ provides a negative cue.

The variance of the updated perceptions for node $j$’s ability after obtained information from destination nodes is

$$\mathbb{V}(A_j|\mathcal{L}^{(-j)}) = (\tau_j + \tau_{d,p} d_j + \tau_{d,q} d_j^2)^{-1}.$$ 

C. Overall ability

The expectation of the further updated perception of ability that includes both capability of prediction and influence to others is

$$\mathbb{E}(A_j|\theta|\mathcal{L}^{(j)}, \mathcal{L}^{(-j)}) = \frac{\tau_j p_j + \tau_{s,p} \sum_{i \in S_j} p_{ij} + \tau_{s,q} \sum_{i \in S_j} q_{ij} + \tau_{d,p} \sum_{k \in D_j} p_{jk} + \tau_{d,q} \sum_{k \in D_j} (1 - q_{jk})}{\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j + \tau_{d,p} d_j + \tau_{d,q} d_j^2}$$

or simply

$$\mathbb{E}(A_j|\theta|\mathcal{L}^{(j)}, \mathcal{L}^{(-j)}) = \alpha_j p_j + \alpha_{s,p} \sum_{i \in S_j} p_{ij} + \alpha_{s,q} \sum_{i \in S_j} q_{ij} + \alpha_{d,p} \sum_{k \in D_j} p_{jk} + \alpha_{d,q} \sum_{k \in D_j} (1 - q_{jk})$$

where weights $\alpha_j, \alpha_{s,p}, \alpha_{s,q}, \alpha_{d,p}, \alpha_{d,q}$ are defined accordingly.

The variance of the updated perceptions for node $j$’s ability after both information from source and destination nodes is

$$\mathbb{V}(A_j|\theta|\mathcal{L}^{(j)}, \mathcal{L}^{(-j)}) = (\tau_j + \tau_{s,p} s_j + \tau_{s,q} s_j + \tau_{d,p} d_j + \tau_{d,q} d_j)^{-1}.$$ 

D. Higher-order perception

In a society, one’s perception can be influenced by others’ perceptions. In the context of trust, one’s perceived trustworthiness can be a function of others’ perceived trust levels because of mutual influence in judgment and decision making. Therefore, the previous ability perception model can be further extended to a higher-order one with the consideration of mutual influence. The expected ability in Eq.(27) or (28) and variance in Eq.(29) are considered as the first-order model, where the perception of a node’s ability is only affected by its interaction with the immediate neighbors. For the second-order model, the ability of a node is also affected by the perceived abilities of its intermediate neighbors, particularly the destination nodes which it directly shares information with.

That is, the ability of a node is also related to the abilities of the nodes that it has direct influence on.

If the notations of $\mathbb{E}(A_j|\theta|\mathcal{L}^{(j)}, \mathcal{L}^{(-j)})$ and $\mathbb{V}(A_j|\theta|\mathcal{L}^{(j)}, \mathcal{L}^{(-j)})$ are simplified to

$$\mathbb{E}(A_j|\theta|+, -) = E_j$$

and

$$\mathbb{V}(A_j|\theta|+, -) = V_j$$

respectively, then in the second-order model, the expected ability is

$$\mathbb{E}^{(2)}(A_j|\theta|+, -) = \left[V_j^{-1} \cdot E_j + \tau_{d,p} \sum_{k \in D_j} p_{jk} (V_k^{-1} \cdot E_k) + \tau_{d,q} \sum_{k \in D_j} (1 - q_{jk}) V_k^{-1} \right]$$

$$= V_j^{-1} + \tau_{d,p} \sum_{k \in D_j} p_{jk} V_k^{-1} + \tau_{d,q} \sum_{k \in D_j} (1 - q_{jk}) V_k^{-1}$$

which is the same as the first-order expectation, and the variance is

$$\mathbb{V}^{(2)}(A_j|\theta|+, -) = \left[V_j^{-1} + \tau_{d,p} \sum_{k \in D_j} p_{jk} V_k^{-1} + \tau_{d,q} \sum_{k \in D_j} (1 - q_{jk}) V_k^{-1} \right]^{-1}.$$ 

Similarly, the third-order model can be constructed by incorporating the perceived abilities of the neighbors’ neighbors, which the reference node indirectly shares information with. Therefore, the higher-order perception model incorporates the lower-order perceptions, as an extension of weighted averages where weights are the associated precisions. Recursively the $n^{th}$ order model is defined based on the $(n-1)^{th}$ order ones.

From Eqs.(33) and (31), it is seen that the variance of the second-order perception is lower than that of the first-order, because the additional terms are added in the precision. By incorporating a higher-order perception, the estimation of trustworthiness in terms of ability can become more precise.
E. Perception update

One’s perception will be updated as new information is available. For instance, when prediction capability of a node is increased with newly upgraded censors or reduced because of malicious attacks, the perception of prediction capability needs to be updated. Similarly, the modifications and fluctuations of reliance probabilities, because of the behavior dynamics between nodes or network topology changes, will also affect the perception of capability and influence.

The update of perception is based on Bayes’ rule. Suppose that the expected value and variance of the originally predicted probability for node $j$ at time $t_k$ are $p_j^{(k)}$ and $\tau_j^{(k)}$. When new estimate of prediction probability for node $j$ is available as $p_j^{(\text{new})}$ with precision $\tau_j^{(\text{new})}$ at time $t_{k+1}$, the prediction probability needs to be updated to

$$p_j^{(k+1)} = \frac{p_j^{(k)} + \tau_j^{(\text{new})} \cdot p_j^{(\text{new})}}{\tau_j^{(k)} + \tau_j^{(\text{new})}}.$$  

(34)

An important step of perception update is determining the precision value $\tau_j^{(\text{new})}$. To avoid the dominance of a very small variance that causes overly-emphasized new prediction in Bayes’ rule, a pre-determined lower bound of variance $V_{\text{min}}$ can be set. This procedure can be applied to prevent perception attack where a biased perception is used to swing other’s perceptions. The precision is updated to

$$\tau_j^{(k+1)} = \tau_j^{(k)} + \tau_j^{(\text{new})}.$$  

(35)

The perception update because of reliance probability changes, either expected value or variance, as well as high-order perceptions can be done similarly.

F. Illustrative examples

Here, two examples are used to illustrate ability based on perceived capability and influence. The first example is a randomly generated graph which is to illustrate the relationships among capability, influence, and ability. The second example provides more details of how the ability of a node is affected by its neighbors and prediction and reliance probabilities.

In the first example, a directed graph with 50 nodes as shown in Fig. 2 is constructed, where the edge connections between nodes are randomly generated. The heavy tail at the end of an edge in the figure denotes an arrow, indicating an incoming vertex (e.g. the information flow direction from node 37 to node 47 is shown). The probability that there is an edge between two nodes is set to be 0.08. The prediction, $P_s$, and Q-reliance probabilities are randomly generated from an uniform distribution between 0 and 1. Similarly, the variances associated with the prediction and reliance probabilities are randomly generated from a uniform distribution between 0 and 0.5.

Notice that the variance of 0.5 already over-estimates the possible variation ranges. A variance of 0.5 corresponds to a standard deviation of over 0.7. From a normal distribution, the probability of a random value falls within three times of standard deviation is 99.73%. For a probability value, this already goes beyond the range of 0 and 1. Choosing the potential large variance of 0.5 is for illustration purpose.

Based on equations similar to Eqs.(19), (24), and (27), the expectations of the perceived capabilities, influences, and ability for the 50 nodes are shown in Fig. 3 respectively. Here the variance or precision of each probability is used during the calculation of the weighted averages, instead of the average values of $\tau_{s,p}$, $\tau_{s,q}$, $\tau_{d,p}$, and $\tau_{d,q}$. The expected values for each node are denoted as dots in Fig.3, where the error bar indicates the standard deviation, or the square-root of the variance. It is seen that the expected values of the perceived capability, influence, and ability could vary based on the available information. The average expected values of the 50 capabilities, influences, and abilities are 0.4722, 0.5057, and 0.4965 respectively. The average standard deviations for them are 0.1192, 0.1309, and 0.0774 respectively. The variance of perceived ability is smaller than those of perceived capability or influence only. As more information is included, the precision of the perception can be improved. This can also be confirmed by the variances of these three standard deviations, which are 0.0027, 0.0081, and 0.0010. That is, the precision of perception tends to be more consistent as new information is included.

From Eq.(29), it is also seen that the variance of perceived ability reduces as more information source or destination nodes are added. That is, the larger the number of nodes that a node directly exchanges information with, the more precise that the perception about this node’s ability becomes. However, this does not necessarily lead to a higher ability. As seen in Eq.(27), different precision levels of prediction and reliable probabilities give different weights to the overall expected ability. For example, if the precision of prediction probability $\tau_0$ is much larger than the precisions of reliance probabilities, then the ability will be dominantly determined by the level of prediction probability.

In the second example, a simple graph with 11 nodes is shown in Fig. 4. Different from the first example, the prediction and reliance probabilities are deterministic values instead of random ones, which helps understand their effects on ability. Two scenarios are studied as follows.
In the first scenario, shown in Fig. 5a, the mean values of prediction probabilities for all nodes are set to be 0.5 and variances are 0.3. The means of P-reliance probabilities for all edges are 0.9 and Q-reliance probabilities are 0.1. The variances of all reliance probabilities are 0.1. This is the scenario that the individual node’s sensing and prediction capability is limited, the nodes work collaboratively, and reasoning and decision making rely very much on the communication between nodes. It is seen that nodes who send more information to others tend to have higher rankings of ability. Node 4 has the highest number of information outflows, thus is more influential and has the highest ability level. It is the most trusting node in terms of ability. In contrast, node 5 does not send information to others and is the least trusted. It is also seen that the variance of second-order ability is less than that of first-order ability. The extent of variance reduction is also related to how much information exchange is done with others. The variance associated with node 5 is not reduced in the second-order ability, since it does not have any influence to others.

A different scenario is illustrated in Fig. 5b. In this case, the means of prediction probabilities are 0.9 and variances are 0.1. The means of P-reliance probabilities are 0.5 and Q-reliance probabilities are 0.5. The variances of reliance probabilities are 0.3. It is a scenario that nodes are highly independent. Their decision makings mostly rely on own sensing and prediction capability. The other nodes’ inputs are not as influential as in the first scenario. In this case, the nodes that try to be influential such as node 4 are not deemed to be trustable. Node 5 on the other hand has a higher level of ability, even though its variance is large. The ability of a node is mainly determined by its own prediction probability. Information exchange more or less only affect the variance of ability. In general, the variances of the nodes in the second scenario are higher than the ones in the first scenario.

**IV. Benevolence**

Benevolence is a measure of the trustor’s belief that how likely the trustee is motivated to do good to trustor, instead of for its own benefit. It captures the intention and motivation...
of the trustee. The degree of benevolence is low if the motivation is originated from ergocentric gain, and high from mutual benefits. Benevolence between individuals is critical for information sharing. Without such aspect of trust, large-scale data sharing in CPS networks is not possible. Reciprocity is proposed here to measure the extent that the partners whom we share information with reciprocally share information with us. There are also some other characteristics associated with benevolence such as loyalty and dependability. Motive as the second metric proposed here is to measure the level of good intention and motivation for interactions within the community.

A. Deterministic reciprocity

The pairwise deterministic reciprocity of node $j$ with respect to node $i$, $r_{i,j}$, is measured by the shortest topological distance, in terms of the number of hops in the network that node $j$ shares information with node $i$, as

$$r_{i,j} = \exp(-h_{j\rightarrow i}) - \exp(-h_{i\rightarrow j}) + \exp(-h_{i\rightarrow j} - h_{j\rightarrow i}),$$

where $h_{j\rightarrow i}$ is the minimum number of hops or the shortest topological distance for information flow from node $j$ to node $i$. Note that $h_{i\rightarrow i} = 0$ and $r_{i,i} = 1$. When $i \neq j$, $\partial r_{i,j}/\partial h_{j\rightarrow i} < 0$ and $\partial r_{i,j}/\partial h_{i\rightarrow j} > 0$. Hence, when the topological distance from node $j$ to node $i$ increases, the reciprocity of node $j$ with respect to node $i$ reduces. On the other hand, increasing the topological distance from node $i$ to node $j$ would increase the reciprocity of node $j$ with respect to node $i$.

The calculation of reciprocity is straightforward. For instance, in the simple graph in Fig. 4, $r_{0,1} = e^{-2} - e^{-1} + e^{-3} = -0.18276$, $r_{0,2} = e^{-1} - e^{-2} + e^{-3} = 0.28233$, and $r_{0,5} = e^{-\infty} - e^{-\infty} + e^{-\infty} = 0$. All calculated pair-wise reciprocity results are shown in Fig. 6.

Based on the degree of reciprocity, the trustworthy levels in terms of reciprocity can be ranked and clustered. For example, among all nodes from the perspective of node 0, three clusters can be formed. $\mathcal{T}_0 = \{2, 3, 4\}$ is the most trustworthy group of nodes with positive levels of reciprocity, $\mathcal{N}_0 = \{5, 6, 7\}$ is the neutral group with zero reciprocity, and $\mathcal{U}_0 = \{1, 8, 9, 10\}$ is the least trustworthy group with negative reciprocity. The network of node 0, denoted as $G_0 = (\mathcal{T}_0, \mathcal{N}_0, \mathcal{U}_0)$, which is shown in Fig. 7a. The subgraph formed by $\mathcal{T}_1$ and $\mathcal{N}_1$ can be regarded as the trustable network for node 0 with the criterion of reciprocity. Similarly the respective trustable networks of nodes 2, 4 and 5 are shown in Figs. 7b, 7c, and 7d. The trustable networks for nodes 4 and 5 are two extreme cases. The one for node 4 does not include any other node, since node 4 does not rely on any other’s information for its decision making. In contrast, the one for node 5 includes all nodes in the network, since node 5 does not give influence to any other nodes during their decision making process. Also notice that trust relationships are not necessarily mutual. It is seen in Figs. 7a and 7b that node 2 is included in the trustable network for node 0, whereas node 0 is not included in the one for node 2.

B. Perception of reciprocity

With the further consideration of reliance probabilities as weights of edges in probabilistic graphs, the expected value of the perceived reciprocity of node $j$ with respect to node $i$ is calculated as

$$E(R_{i,j}) = D_{KL}(p_{i\rightarrow j}||p_{j\rightarrow i}) - D_{KL}(p_{j\rightarrow i}||p_{i\rightarrow j}) + b_0,$$

where $D_{KL}(P||Q)$ is the Kullback-Leibler divergence from probability distribution $Q$ to $P$, $p_{j\rightarrow i} = \Pi_{j\rightarrow i}p_{ab}$ is the product of all P-reliance probabilities where information flows through along the shortest path from node $j$ to node $i$, and $p_{ab}$ corresponds to the P-reliance probability from node $a$ to node $b$ along the path. Similarly, we have $p_{i\rightarrow j} = \Pi_{i\rightarrow j}p_{cd}$. When path $j \rightarrow i$ does not exist, the principle of maximum entropy is applied, thereof $p_{j\rightarrow i} = 0.5$. $b_0$ is a reference threshold of neutral value, which is predetermined such that $E(R_{i,j}) > b_0$ when node $j$ has a high reciprocity with respect to node $i$,
and \( \mathbb{E}(R_{i,j}) < b_0 \) otherwise. To make the value range of reciprocity be between 0 and 1, the reference threshold is typically set as \( b_0 = 0.5 \). Additional scaling can be applied if necessary to keep the value range. Notice that \( \mathbb{E}(R_{i,i}) = b_0 \) because \( D_{KL}(p_{i \rightarrow i}||p_{i \rightarrow i}) = 0 \).

When the P-reliance probabilities of all nodes in Fig. 4 take the same value, the expected value of perceived reciprocity can be calculated based on Eq. (37). With \( b_0 = 0.5 \) as the reference, all nodes can be similarly grouped to \{\{T, N, U\}\}. The results are the same as the previous ones shown in Fig. 7 based on deterministic reciprocity. The two metrics are consistent.

The variance of the perceived reciprocity can be calculated from the variances of P-reliance probabilities. Assuming the independence between the perceptions of P-reliance probabilities, the variance will be associated with the high-dimensional Gaussian distribution formed by these perceptions.

High-dimensional Gaussian distributions are costly to calculate and use. If there are \( m \) hops in the path from node \( j \) to node \( i \), the variance associated with \( p_{j \rightarrow i} \) will be an \( m \)-dimensional Gaussian distribution. To simplify the calculation for ease of application, a one-dimensional Gaussian distribution is used here for estimation purpose. The variance associated with the perceived reciprocity is conservatively estimated as

\[
\mathbb{V}(R_{i,j}) = \min(\sum_{j \rightarrow i} \tau_{ab}^{-1} + \sum_{i \rightarrow j} \tau_{cd}^{-1}, V_{\text{max}}),
\]

where \( \tau_{ab} \) and \( \tau_{cd} \) are the precisions associated with the P-reliance probabilities along paths \( j \rightarrow i \) and \( i \rightarrow j \) respectively, and \( V_{\text{max}} \) is the theoretical maximum value of variance. As discussed in Section III-F, for a value range from 0 to 1 as probability, an upper bound of variance is around 0.5. The theoretical limit can be \( V_{\text{max}} = 1.0 \). When a path \( j \rightarrow i \) does not exist, the associated variance is set to be \( V_{\text{max}} \). At the same time, \( \mathbb{V}(R_{i,i}) = 0 \).

C. Motive

Motive is to measure the motivation and intention of information sharing in a community. A high level of motive for a node indicates that it shares high-quality information with neighbors for the purpose of improving the overall functionality and performance of the community, whereas a low level of motive shows an egocentric purpose instead of community-oriented benefit.

In the context of probabilistic graph model, the expected value of the perceived motive of node \( j \) is defined as

\[
\mathbb{E}(M_j) = p_j d_j,
\]

where \( p_j \) is the prediction probability associated with node \( j \), and \( d_j = |D_j| \) is the number of destination nodes with respect to node \( j \). The baseline of motive \( (M_j = 1) \) is when the node has no destination nodes and does not share information with others. Compared to those sharing accurate predictions with others, a node sharing low-quality predictions with others tends to have a lower level of motive. Particularly, the more neighboring nodes it shares inaccurate predictions with, the less trustworthy the node is. In this case, the expected value of motive reduces quickly for low \( p_j \) as \( d_j \) increases.

The variance associated with the perceived motive of node \( j \) is related to the precision \( \tau_j \) of the perceived prediction probability \( p_j \) as

\[
\mathbb{V}(M_j) = \tau_j^{-1}.
\]

D. Overall benevolence

With the considerations of both reciprocity and motive, the expected overall benevolence perception of node \( j \) respect to node \( i \) is

\[
\mathbb{E}(B_{i,j}) = \frac{\mathbb{V}^{-1}(R_{i,j})\mathbb{E}(R_{i,j}) + \mathbb{V}^{-1}(M_j)\mathbb{E}(M_j)}{\mathbb{V}^{-1}(R_{i,j}) + \mathbb{V}^{-1}(M_j)},
\]

according to Bayes’ rule. The variance associated with the perception is

\[
\mathbb{V}(B_{i,j}) = (\mathbb{V}^{-1}(R_{i,j}) + \mathbb{V}^{-1}(M_j))^{-1}.
\]

Notice that \( \mathbb{E}(B_{i,i}) = b_0 \) and \( \mathbb{V}(B_{i,i}) = 0 \).

In dynamic systems, the perception of benevolence can be updated if any new information becomes available. The perception update is from the update of probabilities similar to Eqs. (34) and (35) according to Bayes’ rule.

V. Integrity

Integrity is associated with the perceived characteristics of reliability, predictability, honesty, and consistency. Integrity is a relatively well studied topic in the context of cybersecurity. It is essential to protect the operation of CPSs and the networks. The quantification of integrity needs to consider the risk of deception attacks and replay attacks. In deception attack, adversary or compromised nodes send false information such as incorrect measurement, incorrect time of measurement, incorrect metadata (e.g. who measured the data), etc. to others. In replay attack, data transmitted between nodes are intercepted or delayed so that the decisions of the receiving nodes are maliciously manipulated.

The perception of integrity about a node can be measured from historical performance and behavior data of the node. The statistics of how often the information shared by the partner with different parties or at different time periods is inconsistent, and how the partner is rated or ranked by information consumers. Specifically data of how often the prediction from a node is changed or flipped as well as how often miscommunication occur (e.g. predicting False but sending True) can be collected.

Suppose that the prior belief of integrity for node \( j \) is

\[
\mathbb{E}(I_j) = g_j
\]

with imprecision or variance

\[
\mathbb{V}(I_j) = \omega_j^{-1}.
\]

The likelihood that node \( j \) is free from deception attack and maintains its integrity can be quantified as the deviation between its state variable value and the average state variable value in its neighborhood \( \Omega \), where the same quantity of interest is measured and detected, as

\[
P(x_j|x_i \in \Omega_j) = g_j S_j \propto \exp \left[ -\frac{(x_j - \hat{x}_j)^2}{2\sigma^2} \right],
\]

where
where \( \hat{\mathbf{r}}^{(j)} = \frac{1}{|\mathbf{r}^{(j)}|} \sum_{i \in \Omega_j} r_i \) is the average prediction of the neighboring nodes with respect to node \( j \), and \( \sigma_x^2 \) indicates the natural variation between sensing units as the random error.

Based on Bayes’ rule, the perception of integrity about node \( j \) can be updated to

\[
E(I_j | x_i, t_j) = \frac{g_j \omega_j + g_j^S \sigma_x^{-2}}{\omega_j + \sigma_x^{-2}},
\]

when new information about the behaviors of nodes is obtained.

The likelihood function can also be formulated to incorporate the temporal factor. If the \( x_j(t_k) \) denotes the predicted state value by node \( j \) at time \( t_k \), the likelihood can be extended to capture the node’s own consistency as

\[
P(x_j(t_k) | x_j(t_{k-1}, \ldots, t_0)) = g_j T \exp \left[ \frac{(x_j(t_k) - \bar{x}_j)^2}{2 \sigma_x^2} \right],
\]

where \( \bar{x}_j = \frac{1}{k} \sum_{i=0}^{k-1} x_j(t_i) \) is the average value of previous predictions by node \( j \) at time stamps from \( t_0 \) to \( t_{k-1} \). The perception of integrity can be similarly updated to

\[
E(I_j | x_i, x_j(t_{k-1}, \ldots, t_0)) = \frac{g_j \omega_j + g_j^S \sigma_x^{-2} + g_j^T \sigma_x^{-2}}{\omega_j + 2 \sigma_x^{-2}}.
\]

The proposed trustworthiness quantification based on perceptions of ability, benevolence, and integrity can be susceptible to trust attacks. Similar to other reputation or recommendation based quantifications, perception can be influenced and manipulated. Therefore it is susceptible to attacks on recommendation systems, particularly for those with centralized reputation management, such as self-promoting attack (provide good recommendations to selves), ballot-stuffing attack (provide good recommendations to bad nodes), bad-mouthing attack (provide bad recommendations to good ones), and whitewashing attack (disappear and rejoin the community with new identity) [47]. These attacks can change the perceptions of individuals. In addition, one’s perception can also influence other’s perceptions in a human society. Thus in a perception attack, attackers can broadcast their manipulated negative or positive perception and seek the ripple effect outside the recommendation system. Nevertheless, a perception based trust management system is less vulnerable to sudden attacks than a reputation based system. Because perception or belief update based on Bayes’ rule has been known as a gradual process, particularly with the involvement of variance or imprecision associated with perception. Whenever new evidence arrives, the change of perception is affected by the precision associated with new evidence. Imprecise evidence brings little change to the perception. Even with precise results, it takes iterations of updates to sway the perception of ability, benevolence, or integrity.

VI. PERFORMANCE EVALUATION

To evaluate the performance of the proposed trust metrics, simulation tests similar to Refs.[46], [47] are performed, where attacks on both sensing and communication capabilities of CPS nodes are simulated. The details of the tests are described as follows.

In the first test, the ability metric is evaluated. The simple network in Fig. 4 is used. Attacks on node 0 are simulated, where the prediction capability and communication are affected. Without loss of generality, it is assumed that the prediction and reliance probabilities of the nodes follow Dirichlet distributions. The initial or prior prediction probabilities of all 11 nodes are assumed to have a mean value of 0.9 and a variance of \( 8.99 \times 10^{-5} \), which was a result of 900 positive predictions out of 1000 from historical data. Again, the probabilities could also be subjective beliefs if no data are available. Similarly, the initial P-reliance probabilities of all nodes have mean 0.9 and variance \( 8.99 \times 10^{-5} \), and the initial Q-reliance probabilities of all nodes have mean 0.5 and variance \( 2.49 \times 10^{-4} \). When the sensing and reasoning units of node 0 are attacked, false predictions arise from the node. As a result, its perceived prediction probability is affected. Similarly, when the communication unit of the node is attacked, false predictions are sent to neighboring nodes. The perceived reliance probabilities are affected. During simulation, for each of the first 30 iterations, 99 false predictions out of a total of 100 samples are generated in a light attack scenario, and the false information is used to update the prediction probability of node 0 according to Bayes’ rule. With the updated prediction probability, the overall ability of node 0 is calculated. Two policy update cases are tested. The first case is with long memory, where the node keeps the complete data history. For belief update in each iteration, the ratio of correct prediction (i.e., \( p_j^{(\text{new})} \) in Eq.(34)) is calculated from the number of correct predictions out of all samples accumulated from previous iterations. In the second case of short memory, the node does not remember the historical data. The ratio \( p_j^{(\text{new})} \) is calculated with the correct predictions within the particular iteration, which is 1/100. A similar attack on communication is also simulated where P-reliance probabilities between node 0 and its neighboring nodes (1, 2, and 3) are affected and reduced toward zero when false information is shared among neighbors. The update is also based on Bayes’ rule. In a heavy attack scenario, 999 false predictions out of 1000 are generated to update prediction probability of node 0 and P-reliance probabilities on edges between node 0 and its neighbors. The Bayesian update is similar to the first scenario. The changes of node 0’s ability in these eight different attack modes are shown in Fig. 8a. The malicious attacks stop at the 30th iteration, and recovery is followed for the next 60 iterations. For each iteration of recovery, the original prediction probability of 0.9 and P-reliance probability 0.9 are applied to update the perception of ability. That is, 900 correct predictions out of 1000 are applied to update the perceived prediction probability. The update policies of long and short memory are similarly applied. It is seen in Fig. 8a that the ability trustworthiness is gradually reduced during the attacks. The reduction speed in the heavy attack scenario is higher than the one in the light attack scenario. The re-establishment of trust during recovery is slower than when it is damaged, which is similar to natural human behavior. In addition, the belief update policy and memory of history affect the speed of change. Nodes with longer memory tend to be more resilient and less susceptible.
to attacks.

In the second test, the same attacks are simulated in the same network with average benevolence as the metric. The results are shown in Fig. 8b. The average benevolence of node 0 is calculated as $\frac{1}{11} \sum_{i=0}^{10} B_{i,0}$. It is seen that both ability and benevolence metrics are sensitive enough to detect attack. At the same time, the responses always have delays, instead of changing abruptly, which provides necessary robustness and stability to protect trust metrics against attacks. Similarly, nodes with longer memory are more resilient. During attacks, the damage of reputation is less severe and can be recovered faster. Nodes with shorter memory are more sensitive to detect attacks.

In the third test, the prior integrities of the nodes are assumed to follow a Dirichlet distribution with expected values of 0.9 and 0.1, from which the probabilities of accurate prediction are generated randomly. Random samples of predicted state variable values are generated. When node 0 is attacked in the heavy mode, 1 out of 1000 sample predictions is accurate and the rest of 999 are false predictions. The mean and variance of the state variable sample values from node 0 and those from its spatial neighbors (nodes 1, 2, 3, 4) are used to estimate the likelihood in Eq.(45) and update the integrity based on Eq.(46).

In the light attack mode, 1 out of 100 samples from node 0 is accurate, and the rest of 99 are false predictions. The changes of integrity metric are shown in Fig. 8c. During recovery, two modes are tested. For fast recovery mode, the sample size is 1000 for each iteration, out of which 900 predictions are accurate according to the original probability 0.9. For slow recovery, 100 samples are drawn during each iteration and 90 of them are accurate predictions. It is seen that the pattern of integrity attack is similar to those for ability and benevolence. Note that long memory scenario is not considered here since accumulated effect of integrity is not important from security perspective. When attacks occur, the metric of integrity drops quickly, which shows that the metric is sensitive. The quickly dropped integrity value become flat as it comes close to zero. During recovery, fast recovery helps increase the integrity value at a speed faster than slow recovery. Again, the drop of trust is rapid during attack, which is due to the nature of Bayesian update. The recovery of trust is much slower than when it is being damaged.

**VII. STRATEGIC NETWORK DESIGN**

A strategic network for a CPS node is a trustable network or society that the node can collaborate and work with. The design of a strategic network with respect to a reference node is to maximize the expected utility by choosing the optimum combination of $n$ (out of $N$) nodes to form its society. Different definitions of utility function $U$ could lead to different strategic networks. In this section, two design criteria as utilities are described. In the first criterion, the utility function is defined as the node’s reciprocity and benevolence. The optimum design is found by maximizing the individual’s expected benevolence. In the second criterion, the utility function is individual’s ability.

To exhaustively search the optimum combination of nodes is a NP-hard problem. An efficient alternative is searching with greedy algorithms. Starting from the source node, greedy algorithms selectively add nodes sequentially if the objective function value increases. Here, a breadth-first search (BFS) greedy algorithm is developed to demonstrate the design optimization approach. The algorithm is listed in Alg. 1. The algorithm adds nodes one-by-one using a BFS strategy. Star-
ning from the reference node $i$, the subgraph $G^{(i)} = (V^{(i)}, \mathcal{E}^{(i)})$ is constructed and updated sequentially by inserting additional nodes one at a time from the neighboring nodes of the existing subgraph. For each iteration, if the utility for the subgraph is non-decreasing from the previous iteration, the new node is accepted. The greedy algorithm allows for quick formation of the strategic network, but obviously could potentially miss the true optimum solution. Other optimization algorithms for combinatorial problems can also be applied.

Algorithm 1 The breadth-first search greedy algorithm

1: $V^{(i)} = 0, \mathcal{E}^{(i)} = \emptyset$
2: iteration = 1
3: $Queue.append(i)$
4: while (iteration < limit and $Queue.IsNotEmpty$) do
5: $j = Queue.pop()$
6: $V^T = V^{(i)} \cup \{j\}$
7: Construct $G^T = \{V^T, \mathcal{E}^{(i)}\}$ where $\mathcal{E}^{(i)} \subseteq \mathcal{E}$
8: Calculate $U[iteration]$;
9: $\Delta U = U[iteration] - U[iteration - 1]$
10: if $\Delta U \geq 0$ then
11: $\text{Update } G^{(i)} = G^T$
12: end if
13: for $\forall k \in \text{neighbors of node } j$ do
14: $Queue.append(k)$
15: end for
16: iteration = iteration + 1
17: end while

A. Deterministic reciprocity criterion

Individual reciprocities typically have conflict of interest. One node shares information with others without receiving information from others reciprocally tends to have lower perception of trust about its collaborators. It is individual nodes’ interest to receive information as much as possible from others. At the same time, the willingness to share with others can be dampened without reciprocal treatment from others. In the optimum network with respect to a reference node, nodes are selected based on the individuals’ reciprocities. For a ‘selfish’ approach, the reciprocity of the reference node is the only consideration. For an ‘altruistic’ approach, the reciprocities of nodes other than the reference node are only considered. Between the above two extreme scenarios, the weighted average of reciprocities among all nodes can be taken.

The utility as the overall weighted average reciprocity in the society with respect to node $i$ is defined as

$$U^{(i)} = \sum_{j \in V^{(i)}} w_j \bar{r}_j \tag{49}$$

where $\bar{r}_j = (1/n_j) \sum_{k \in V^{(i)}} r_{j,k}$ is the average reciprocity of node $j$ among its $n_j$ neighboring nodes in the society of node $i$. The average reciprocity of a node indicates how well other nodes treat it reciprocally. Therefore, the utility function in Eq.(49) is the weighted average of all nodes in the society formed by node $i$. Determining the self-interest weights $w_j$’s has an effect on how much emphasis on the reference node’s benefit verses other nodes when forming strategic partnerships.

Three simple cases of the 11-node example in Fig. 4 are tested for demonstration. The first case is the selfish approach where the self-interest weight associated with the reference node $i$ is one ($w_i = 1$) and others are zeros. The second case is when $w_i = 0.5$ and all others are equally weighted and all self-interest weights still sum up to one. The third one is the altruistic approach with $w_i = 0$ and all others are equally weighted and sum up to one. The resulting strategic networks from the greedy algorithms with respect to each of the nodes as reference are shown in Table I. In above three cases, the P-reliance probabilities are not considered. The reciprocities are calculated based on Eq. (36), where only the topological effect of graphs is included.

<table>
<thead>
<tr>
<th>Refer.</th>
<th>Strategic Network $(w_i = 1.0)$</th>
<th>$(w_i = 0.5)$</th>
<th>$(w_i = 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0, 2, 4</td>
<td>0, 1, 2, 3, 8</td>
<td>0, 1, 2</td>
</tr>
<tr>
<td>1</td>
<td>0, 1, 3</td>
<td>0, 1, 3, 8</td>
<td>1, 2, 4</td>
</tr>
<tr>
<td>2</td>
<td>1, 2, 4, 7</td>
<td>0, 1, 2, 4, 7</td>
<td>0, 2, 3, 8</td>
</tr>
<tr>
<td>3</td>
<td>0, 2, 3, 4</td>
<td>0, 2, 3</td>
<td>0, 3, 8, 10</td>
</tr>
<tr>
<td>4</td>
<td>4, 7</td>
<td>0, 1, 2, 4, 5, 6, 7, 10</td>
<td>2, 4, 5, 6, 7, 10</td>
</tr>
<tr>
<td>5</td>
<td>4, 5, 7</td>
<td>4, 5, 7</td>
<td>4, 5</td>
</tr>
<tr>
<td>6</td>
<td>4, 6, 7</td>
<td>4, 6, 7</td>
<td>4, 6, 7</td>
</tr>
<tr>
<td>7</td>
<td>4, 6, 7</td>
<td>4, 6, 7, 10</td>
<td>7, 9, 10</td>
</tr>
<tr>
<td>8</td>
<td>0, 3, 8, 10</td>
<td>0, 2, 3, 8, 9, 10</td>
<td>8, 9, 10</td>
</tr>
<tr>
<td>9</td>
<td>3, 8, 9</td>
<td>3, 8, 9</td>
<td>7, 9, 10</td>
</tr>
<tr>
<td>10</td>
<td>6, 7, 9, 10</td>
<td>6, 7, 9, 10</td>
<td>3, 8, 10</td>
</tr>
</tbody>
</table>

B. Benevolence criterion

A further generalization is to consider the prediction and reliance probabilities and use benevolence as the criterion. The perception of benevolence is calculated as in Eq.(41) and replaces the deterministic reciprocity in Eq.(49) for utility. Assume that all expected values of P- and Q-reliance probabilities between all nodes in Fig. 4 are 0.5, and their variances are 0.1. The expected value and variance of prediction probability for all nodes are 0.9 and 0.1 respectively. The strategic networks with respect to each of the nodes with self-interest weights $w_i = 1$ and $w_i = 0$ are listed in Table II.

C. Ability criterion

The second criterion that can be used for network optimization is ability. In addition to the prediction capability, ability also measures how influential a node is in a society. Therefore, the natural objective of a node to build a strategic network around itself is to maximize its influence within the network if its prediction capability is fixed.

The utility based on the second-order ability in Eq.(32) with respect to node $i$ can be defined as

$$U^{(i)} = \mathbb{E}^{(2)}(A_j(\theta | +, -)) \tag{50}$$
TABLE II: Strategic networks for different reference nodes in Fig. 4 with two self-interest weights \((w_i = 1\) and \(w_i = 0\)) when benevolence is used as the criterion

<table>
<thead>
<tr>
<th>Refer.</th>
<th>Strategic Network ((w_i = 1.0))</th>
<th>Strategic Network ((w_i = 0))</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0, 1, 2, 4</td>
<td>0, 1, 2, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>1</td>
<td>0, 1, 2, 4, 5, 6, 7</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>2</td>
<td>0, 1, 2, 3</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>3</td>
<td>0, 1, 2, 3, 4, 5, 6, 7</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>4</td>
<td>0, 2, 3, 4, 5, 6</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>5</td>
<td>0, 2, 3, 4, 5, 5</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>6</td>
<td>0, 2, 3, 4, 6, 7</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>7</td>
<td>0, 3, 7, 8, 10</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>8</td>
<td>7, 8, 9, 10</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>9</td>
<td>0, 2, 3, 4, 5, 7, 8, 9, 10</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>10</td>
<td>0, 1, 2, 3, 4, 5, 7, 8, 9, 10</td>
<td>0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10</td>
</tr>
</tbody>
</table>

TABLE III: Strategic networks for different reference nodes with ability as criterion

<table>
<thead>
<tr>
<th>Refer.</th>
<th>Strategic Network</th>
<th>Abilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0, 1, 2, 4</td>
<td>0.765, 0.689, 0.597, 0.0</td>
</tr>
<tr>
<td>1</td>
<td>0, 1, 2, 4</td>
<td>0.765, 0.689, 0.597, 0.0</td>
</tr>
<tr>
<td>2</td>
<td>0, 1, 2, 3, 8</td>
<td>0.720, 0.689, 0.645, 0.645, 0.0</td>
</tr>
<tr>
<td>3</td>
<td>0, 1, 2, 3</td>
<td>0.681, 0.671, 0.0, 0.689</td>
</tr>
<tr>
<td>4</td>
<td>0, 2, 4, 5, 6, 7, 10</td>
<td>0.5, 0.517, 0.645, 0.5, 0.628, 0.517, 0.5</td>
</tr>
<tr>
<td>5</td>
<td>4, 5</td>
<td>0.0, 0.5</td>
</tr>
<tr>
<td>6</td>
<td>6, 7, 9, 10</td>
<td>0.689, 0.517, 0.0, 0.5</td>
</tr>
<tr>
<td>7</td>
<td>3, 7, 8, 10</td>
<td>0.0, 0.689, 0.5, 0.517</td>
</tr>
<tr>
<td>8</td>
<td>7, 8, 9, 10</td>
<td>0.0, 0.684, 0.684, 0.684</td>
</tr>
<tr>
<td>9</td>
<td>3, 8, 9, 10</td>
<td>0.0, 0.684, 0.684, 0.684</td>
</tr>
<tr>
<td>10</td>
<td>3, 8, 9, 10</td>
<td>0.0, 0.684, 0.684, 0.684</td>
</tr>
</tbody>
</table>

The strategic network of node \(i\) can be obtained by finding the network where the ability of the reference node is maximized. In the simple example in Fig. 4, the strategic network with respect to each of the 11 nodes are obtained by applying the greedy algorithm, and the results are shown in Table III. The abilities corresponding to the nodes in the final networks are also listed.

The optimization process is also applied to the random graph model in Fig. 2. The optimum network with respect to node 0 is shown in Fig. 9a, and the evolution of utility during the search is shown in Fig. 9b. The ability of node 0 is 0.62604317 in its final strategic network. Notice that the proposed greedy optimization algorithm is heuristic and does not guarantee a global optimum solution. The solution can be searching path dependent. When a node is selected to be included in the solution, it may affect which nodes to be included in the following searching steps. That is the reason that some plateaus are observed in 9b. There might be no improvement for quite a few iterations without breakthrough once some nodes are selected in the optimum network.

Higher-order abilities instead of the second-order one in Eq. (50) can be similarly used as the criterion in network optimization. When higher-order abilities are used, the influence of a node in the network gains more weights in calculating abilities, which is also emphasized more in obtaining the optimum network.

Note that the integrity of nodes is not used in designing a node’s strategic network. Because the integrity of an individual node is mostly independent from the topological relationship between those nodes. The network rarely has effects on how an individual node behaves or how it is compromised when attacked. The goal of the strategic network with respect to a reference node is building a trustworthy community which the reference node can rely on and work with. Nevertheless, if the integrity of networks instead of individual nodes is concerned and the goal is to maintain the integrity of a networked system, the design optimization is relatively straightforward and is to increase the size of the network as much as resources allow. Introducing redundancy can increase the reliability, resilience, and thus the integrity of the system. This can also be seen in the perception based integrity measure in Eq.(48), where the large variation among nodes, caused by individual compromised nodes, helps reduce the impact of the individual’s swing and keeps the overall perception stable.

VIII. CONCLUDING REMARKS

In this paper, a perception based trust framework is described in order to include human user aspects in trust. The trustworthiness of CPS nodes in a networked environment is quantified by three independent metrics, including ability,
benevolence, and integrity. Ability indicates how capable a CPS node is to provide accurate sensing, reasoning, and prediction, and how influential a node is in affecting other’s decision making process. Benevolence measures the motivation of information sharing and how much reciprocity a node may receive from its neighbors during information and data exchange. Integrity shows the level of reliability, predictability and security of a node in the network.

The three quantitative metrics can be obtained objectively from the statistical data of performance as well as perceptive reputation, including prediction and reliance probability values. The perceptive models can also be applied when beliefs are elicited from experts as subjective probabilities. The calculation of trustworthiness metrics is all based on the Bayesian approach. The only assumption made in the model is the Gaussian distributions of perceptions. Therefore, the generality of the metrics is maintained, and human and social behaviors can be captured.

In the current graph model setting, the state variables are simplified to binary, where only two values are taken. In more generic analog systems, sensing and reasoning are based on continuous variables. The continuous variables with analog values need to be digitalized. It has been shown that the probabilistic graph model can be easily extended to handle multi-valued state variables. The probabilistic models for ability can also be generalized so that the expected values of perceptions become multi-valued functions or distributions. Then the same Bayesian belief update can be applied. The Kullback-Leibler divergence in reciprocity metric is general and can be directly applied to multi-valued probability distributions. Nevertheless, the implementation of such general framework and the assessment of computational complexity need to be included in future work. Further performance evaluation is also needed.

In addition, the proposed modeling method can be regarded as a mesoscale model of networks, where detailed network communication protocols between nodes is not considered, nor detailed sensing and control mechanisms within each node. The mesoscale model needs to be compared with fine-grained bottom-up models in the future. For instance, hidden variables may be included in detailed models for measurement and internal reasoning in each node. Control variables can also be introduced for actuation. Furthermore, network design optimization based on multiple objectives requires more studies, given that multiple metrics are used in quantification.
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